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ABSTRACT tion, we demonstrate a 2.7 x improvement in the indistinguishability

Virtual reality (VR) and “metaverse” systems have recently seen
a resurgence in interest and investment as major technology com-
panies continue to enter the space. However, recent studies have
demonstrated that the motion tracking “telemetry” data used by
nearly all VR applications is as uniquely identifiable as a fingerprint
scan, raising significant privacy concerns surrounding metaverse
technologies. In this paper, we propose a new “deep motion mask-
ing” approach that scalably facilitates the real-time anonymization
of VR telemetry data. Through a large-scale user study (N = 182),
we demonstrate that our method is significantly more usable and
private than existing VR anonymity systems.

1 INTRODUCTION

The recent resurgence of research and development investiture into
virtual reality (VR) and “metaverse” technologies has created an
accelerated pace of technological improvements that are steadily
making their way to consumer-facing VR devices. Newly announced
products like the Apple Vision Pro [2] and Meta Quest 3 [19] blur the
lines between virtual and augmented reality, resulting in extended
reality (XR) systems that are expected to be more deeply and seam-
lessly integrated with our daily lives than ever before. Despite these
changes, motion capture “telemetry” data remains fundamental to
the operation of nearly all XR devices and applications.

While human motion patterns have been recognized as a uniquely
identifiable and revealing biometric since at least the 1970s [4, 17],
researchers are only beginning to understand the implications of
this for motion data captured by XR devices. Recent studies have
demonstrated that head and hand motion data captured by a VR
device can be used to uniquely identify its user across a variety of
applications [21,37,39], over long periods of time [20,32], and at a
rate of over 1 in 50,000 [28], comparable to that of a fingerprint scan
[40]. Moreover, they show that a variety of potentially sensitive user
data attributes can be inferred directly from VR telemetry streams
[30]. Such results raise serious questions about whether XR devices
can be used without involuntarily revealing a plethora of personal
information to the device, application, and other XR users.

Researchers have proposed a number of methods for anonymizing
VR motion data without unduly degrading the user experience [21,
25,26]. However, current anonymization methods underestimate
the identifiability of motion data when using sophisticated models
trained on large datasets. In this paper, we propose “deep motion
masking,” a technique that uses deep learning to anonymize VR
motion data more effectively than existing countermeasures.

Deep motion masking represents a multi-axis improvement over
prior VR anonymization methods. Through a comprehensive evalua-
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of anonymized motion data, and an over 20x improvement in
cross-session unlinkability. Our proposed system is capable of low-
latency real-time anonymization of VR telemetry streams, making it
concretely practical for deployment in new and existing VR systems.

Contributions:

‘We propose a “deep motion masking” technique for scalable, real-
time anonymization of VR telemetry data (§6).

* Using new and existing VR identification models, our evaluation
(N = 1,000 users) shows at least a 20x improvement in anonymity
over prior VR privacy approaches (§7.1).

Our large-scale usability study (N = 182 participants) demon-
strates a nearly 3x improvement in the indistinguishability of
resulting anonymized motion data (§7.2).

2 BACKGROUND

VR systems use a variety of input and output devices to create an
immersive visual, auditory, and haptic experience for users. In
addition to being used for its intended purposes, the data generated
by VR device sensors can be used adversarially to infer private user
information. The SoK of Garrido et al. [8] provides a standard
information flow and threat model for VR privacy research. We
briefly recount the threat model and information flow of Garrido et
al. to position our work within the landscape of VR privacy research.

21

A typical VR system sold today includes one head-mounted display
(HMD) and two hand-held controllers. At a rate of between 60 and
144 times per second, the VR device measures the position and ori-
entation of each of these three devices in 3D space (with six degrees
of freedom), creating a “telemetry stream.” These measurements
are typically generated using a combination of inertial measurement
units (IMUs) and either onboard cameras (also known as “inside-
out” tracking) or external tracking stations (known as “outside-in”
tracking). Many modern VR devices contain a number of additional
sensors, such as LIDAR arrays, microphones, cameras, eye tracking,
and body tracking systems. However, the focus of this paper is on
the basic head and hand motion telemetry data that remains universal
and fundamental to nearly all VR devices and applications.

In a typical VR system, telemetry data is generated by the VR
device hardware and is then consumed by a VR application via an
API provided by the device’s firmware. The VR application uses
this data to render frames to be displayed on the VR device, as well
as to generate auditory and haptic stimuli for the user. In the case of
a multi-user or “metaverse” application, the telemetry data is also
forwarded to a server, which in turn forwards the data to other users
in order to render a virtual representation (or “avatar’) of the user
on the devices of other users in the same virtual environment.

2.2 Threat Model

Because each entity in the above information flow (namely, the VR
hardware, the application, the server, and another user) has access
to the motion data stream of a target user, they could all potentially
misuse such data in order to infer private user information. As such,
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they are all considered potential adversaries in the Garrido et al.
threat model. Our emphasis in this paper is on protecting the motion
data visible to external adversaries, namely VR game servers and
other VR users. These adversaries are considered “weaker” in the
Garrido et al. threat model, meaning that attacks available to them
are typically available to all other adversaries. Moreover, attacks
performed by these adversaries are generally the hardest to detect
due to their remote and decentralized nature.

3 RELATED WORK

Security and privacy in XR is a rapidly growing area of research
that is summarized well by a number of existing survey and position
papers [8,31]. In this section, we summarize the body of work
most directly relevant to this paper. We begin by detailing the
history of motion-based biometrics and describe a number of studies
illustrating relevant attacks on VR motion data. We then outline the
relatively small number of proposed countermeasures to said attacks
in comparison with the defensive system proposed herein.

3.1 VR Attacks

Prior work researching the privacy consequences of VR motion data
specifically may be broadly categorized into identification studies,
which use VR motion data to uniquely identify VR users, and profil-
ing studies, which instead attempt to infer specific attributes such
as age and gender. Many papers have analyzed the possibility of
motion-based identification in VR [21, 24, 28], which are summa-
rized well by the SoK papers of Stephenson et al. [38] and Garrido et
al. [8]. A large number of studies have independently concluded that
the head and hand motion data captured by VR devices is capable of
accurately identifying users in a variety of applications.

A second major class of VR motion privacy research investigates
profiling specific user attributes from head and hand movement pat-
terns. For example, Tricomi et al. [39] use eye tracking data in
addition to head and hand motion to accurately infer the gender
and age of about 35 VR users. More recently, in a study of 1,006
VR users, Nair et al. [30] demonstrated that over 40 personal at-
tributes, ranging from background and demographics to behavioral
patterns and health information, can be accurately and consistently
inferred from VR motion data alone. Additionally, multiple studies
have demonstrated that adversarially designed VR applications can
harvest further user data than passive observation alone [1,27].

In summary, while motion data is an essential part of most VR
experiences, prevailing research indicates that sharing this data with
third parties carries significant security and privacy consequences.
Thus, it is imperative to develop systems that enhance the privacy of
VR motion data without impeding essential application functionality.

3.2 VR Defenses

There are a number of fundamental challenges that complicate the
development of privacy-preserving mechanisms for VR motion data.
First, there is a lack of fine-grained access control, as the exact
same telemetry data that is necessary to provide legitimate multi-
user functionality can also be used for adversarial purposes. While
related work proposes access control for environmental data in XR
systems [13, 15], the equivalent does not yet exist for motion data.
Thus, instead of eliminating access to the VR motion stream, the
data must somehow be transformed such that potential adversarial
uses are thwarted while legitimate functionality remains intact. We
compare this objective to a real-time voice changer that makes a
speaker’s voice unrecognizable while preserving spoken content and
producing natural-sounding speech [6].

Further complicating attempts to protect the privacy of VR motion
data is the need for any resulting defensive system to be real-time
and low-latency. In many cases, even slight delays in a VR rendering
pipeline can result in a phenomenon known as “VR sickness” [18].
This means that any realistic countermeasure must be fast and respect
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causality (i.e., cannot use future data to process past data). By
contrast, VR attackers can be slow and non-causal, using an entire
session of motion data at once to conduct their attack, creating a
fundamental imbalance between attacker and defender capabilities
in VR. Many adjacent research areas, such as gait recognition, lack
these constraints. As such, proposed defenses in related domains are
not necessarily directly applicable to VR.

With respect to VR motion data specifically, Miller et al. [21]
have suggested a motion transmission method that only communi-
cates joint rotation data, resulting in a 75% reduction in identifia-
bility. Similarly, Moore et al. [25] suggest a method that transmits
velocity data rather than positions, observing a 57% reduction in
identification accuracy. On the contrary, Rack et al. [32] actually
recommend the use of body-relative velocity and acceleration for
identification purposes, citing an increase in identification accuracy
rather than a reduction. MetaGuard [26], the prior state-of-the-art
system, anonymizes VR motion data by applying bounded Laplacian
noise [12] to specific dimensions of the telemetry stream that corre-
spond to identifiable anthropometrics like height and wingspan. As a
result, the system satisfies e-differential privacy [7] and theoretically
achieves an optimal noise versus privacy trade-off.

We seek to improve upon the existing countermeasures for two
major reasons. First, the ad-hoc nature of the dimensions selected
for anonymization is unlikely to be scalable when additional tracked
locations are introduced to the system. As full-body tracking sys-
tems are increasingly becoming the norm for new VR devices [2,19],
proposed defensive mechanisms should at least plausibly demon-
strate the potential to scale to more than three tracked locations in
the future. Furthermore, existing countermeasures did not anticipate
the extent to which users may be identified from a reduced set of
features given a sufficiently powerful model. In the following sec-
tion, we describe the substantial dataset utilized in this study, which
enabled significant improvements in defensive VR technologies.

4 DATASET

The primary source of motion capture data used in this paper is
“Beat Saber,” a popular VR rhythm game in which players use a
pair of sabers held in each hand to slice flying blocks that represent
musical beats. Beat Saber is split into a number of levels or “maps,”
which consist of an audio track (typically a song) and a series of in-
game obstacles that players must accurately interact with to achieve
a high score. A number of third-party leaderboard services, such
as “BeatLeader” [33], have emerged to allow players to capture
and share high-quality telemetry recordings from within Beat Saber.
The recordings have been aggregated and anonymized in BOXRR-
23 [29], a publicly available VR motion dataset that contains over 3.5
million VR motion capture recordings submitted by nearly 100,000
users between February 2022 and April 2023. We primarily use the
public BOXRR-23 dataset in this paper to improve the transparency,
reproducibility, and extensibility of this work.

5 PROBLEM STATEMENT

We present in this paper a new “deep motion masking” approach
to motion anonymization, which we use to create an improved VR
privacy system. The goals of our new system are as follows:

* Anonymity: The primary goal of the system is to prevent users
from being identified based on their motion data. Specifically, we
invoke the same notion of anonymity as used in MetaGuard [26],
cross-session unlinkability; given motion data with known user
identities in a first session, the adversaries relevant to this paper
(see §2.2) should not be able to identify the same set of users
using their anonymized motion data from a second session. As in
MetaGuard, we assume that adversaries have no other means of
linking participant identities across sessions, such as IP addresses.



Usability: The system must not significantly degrade the user
experience by anonymizing user motion data. Specifically, we
target the strong notion of indistinguishability of anonymized
motion data from unmodified VR motion data.

Scalability: The anonymization system should comprehensively
anonymize every axis of motion data without manually engineer-
ing a solution for each feature.

Interactivity: The system should minimize the perceived impact
of the anonymization process on the interaction of the user with
objects in the virtual world.

With these properties in mind, we now describe our new proposal
for a “deep motion masking” system.

6 METHOD

At a high level, our method involves decomposing the plausible
variance of human motion sequences into action-related variance
and user-related variance. For this purpose, we train an “action
encoder” model, which learns an embedding for the action a user
is taking while ignoring the user’s identity, and a “user encoder”
model, which learns an embedding for the user’s identity while
ignoring the action they are taking. We then train an “anonymizer’
model that anonymizes motion sequences by changing their user
embedding without changing their action embedding. Finally, we
train a “normalizer” model to remove unwanted noise added by
the anonymizer. Each of the models we describe was implemented
in Keras [14] and trained using the Adam optimizer [16] with a
diminishing learning rate scheduler and early stopping based on a
validation set. For each training step, and throughout this paper, we
provide benchmarking results in §A of the full paper.

>

6.1 LSTM Funnel Architecture

First, we begin by proposing a new deep learning architecture that
aims to internally replicate the idea of summarizing one-second
motion subsequences by using a combination of Long Short-Term
Memory (LSTM) [11] and Multi-Layer Perceptron (MLP) [9] layers.
Figure 1 illustrates how the proposed architecture may be used
to identify VR motion sequences. The model receives as input a
30-second motion sequence normalized to 30 frames per second,
thus containing 900 frames in total. Using an LSTM layer, each
frame is converted into a 256-dimensional feature vector. Then,
an average pooling layer combines each one-second (30-frame)
subsequence into a 256-dimensional summary. Next, another LSTM
layer combines the sequence of 30 256-dimensional summaries into
a flat 256-dimensional embedding. Finally, a fully connected MLP
layer with softmax activation produces a classification output, with
optional additional dense layers in between.
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Figure 1: “LSTM funnel” identification architecture.

In essence, the architecture described above continues to repre-
sent VR motion sequences using summary statistics taken across

one-second chunks, yet is able to outperform prior VR identifica-
tion approaches for a few major reasons. First, instead of manually
specifying summary statistics to be taken, such as mean, standard de-
viation, etc., the model is allowed to learn its own relevant statistics
via the first LSTM layer. Second, instead of manually specifying
how to summarize the classification of each subsequence, such as
via a logarithmic sum of probabilities, the model is allowed to learn
its own meta-classification method via the second LSTM and subse-
quent MLP layers. Moreover, the “featurization” and “classification”
parts of the model are trained together in an end-to-end fashion, al-
lowing the model to learn how to create complex statistics that result
in optimal classification results. We term this approach the “LSTM
funnel” architecture due to the dimensionality reduction performed
by the average pooling layer. While fairly simple overall, to the best
of our knowledge, this architecture has not yet been disclosed in
general or has not been used for similar purposes.

6.2 Action Similarity

Next, we describe our method for measuring the similarity of the
“action” performed in two separate VR motion sequences. To achieve
this, we train an “action similarity” model using the architecture
shown in Figure 2. The model is trained as a binary classifier that
receives two 30-second telemetry sequences (900 x 21) as input.
Each of the sequences is first passed through an identical encoder
using the LSTM funnel architecture described in §6.1 to generate a
256-dimensional embedding. The Euclidean distance between these
embeddings is then used to output a 1 if the two motion sequences
correspond to the same action, and a 0 otherwise.
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Figure 2: Siamese architecture for similarity models.

The approach illustrated in Figure 2 is sometimes known as a
“Siamese neural network™ [3]. Siamese architectures have previously
been used in VR identification models [23], albeit with CNN layers
rather than our LSTM funnel architecture. An advantage of this
approach is that while it is trained as a binary classifier for “action
similarity,” a limb of the model can later be used on its own as an
“action encoder,” such that the Euclidean distance between two em-
beddings produced by the encoder reveals the similarity of actions
in the inputs. To train the action similarity model, we randomly
sampled 50,000 distinct pairs of “similar” motion sequences from
the dataset of §4, and another 50,000 distinct pairs of “dissimilar”
motion sequences. An additional 5,000 similar and 5,000 dissimilar
pairs were sampled for validation, with a further 5,000 similar and



5,000 dissimilar pairs for testing. For the purpose of defining simi-
larity, we use the “software.activity.id” attribute of the recordings
provided in BOXRR-23 [29]. In this case, the attribute corresponds
to the exact map the user is playing (see §4). In every instance, the
two motion sequences constituting a pair of inputs originate from
different users. The model is thus tasked to classify whether two
different users are playing identical or different in-game levels.
When training the action similarity model on the 200,000 motion
sequences (50,000 pairs x 2 classes) discussed above, early stop-
ping occurred after the 156th epoch. The model achieved 100.00%
training accuracy, 99.53% validation accuracy, and 99.40% testing
accuracy. Therefore, we now have (1) a binary classifier that can
determine with 99.4% accuracy whether two motion sequences cor-
respond to the same map, and (2) an action encoder that has learned
an approximate metric for measuring the similarity of two motions.

6.3 User Similarity

Next, we train a “user similarity” model, which is essentially the in-
verse of the action similarity model described above. Using the same
architecture as before (Figure 2), we now randomly sampled 50,000
pairs of motion sequences from the same user, and another 50,000
distinct pairs of motion sequences from different users. Again, an
additional 5,000 similar and 5,000 dissimilar pairs were sampled for
validation, and 5,000 similar and 5,000 dissimilar pairs for testing.
In every instance, the two motion sequences constituting a pair of
inputs originate from different in-game maps. The model is thus
now tasked to ignore the action and classify whether two motion
samples originate from the same or different users.

When training the user similarity model on the 200,000 motion
sequences (50,000 pairs x 2 classes) discussed above, early stopping
occurred after the 27th epoch. The model achieved 97.94% training
accuracy, 92.60% validation accuracy, and 92.81% testing accuracy.
Therefore, in addition to the (1) action similarity and (2) action
encoder models, we also have (3) a user similarity classifier that
can determine with 92.8% accuracy whether two motion sequences
correspond to the same user, and (4) a user encoder that has learned
a metric for characterizing the user from a motion sequence.
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Figure 3: Architecture used for anonymizer model.

6.4 Anonymizer

Using the trained action similarity and user similarity models de-
scribed above, we can now train the “anonymizer”” model that per-
forms the core deep motion masking functionality. The anonymizer
model receives as input a 30-second motion telemetry sequence
(900 x 21), and a 32-dimensional noise vector containing random

496

Gaussian noise. It uses these values to output a corresponding 30-
second motion sequence (900 x 21) that is an anonymized version
of the input. Our anonymizer architecture is illustrated in Figure 3.
In addition to the motion input (900 x 21) and noise (32) (which
is repeated to produce a (900 x 32) sequence), a learned 1D con-
volution (900 x 64) of the motion input is produced. These three
sequences are then vertically concatenated to produce a (900 x 117)
hybrid sequence. Multiple time-distributed dense layers are then
used to reduce this sequence back to a (900 x 21) output sequence.
The intuition behind this architecture is that the dense layers
effectively combine the noise and motion data to anonymize the
motion data in a way that is consistent across each frame, creating a
smooth and continuous motion output. This allows the motion to be
anonymized in 3D space, but not across the time domain. Therefore,
the 1D convolution is added to allow limited manipulation of time-
series relationships in the data within a sliding one-second window.
Importantly, every component of this architecture respects causal-
ity; the model does not have the capability to “look into the future”
when producing any output frame. For example, the 1D convolution
uses causal padding such that only frames N — 30 through N are
used in the output of frame N. This allows the trained anonymizer
model to be deployed in real-time on a frame-by-frame basis.

Input A
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Noise B
(32)
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(32)

Input B
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Action Similarity User Similarity Action Similarity

Figure 4: Siamese architecture for training anonymizer model.

Figure 4 shows how the action similarity and user similarity
models are used to train the anonymizer model. First, the anonymizer
is pre-trained for 20 epochs as an autoencoder with MSE loss, such
that the output frames are initially nearly identical to the inputs,
regardless of which noise values are provided. Then, a Siamese
architecture is once again used. Leveraging the trained action and
user similarity models (the weights of which are now frozen), the
anonymizer is trained with the following loss function components:

1. The action embedding of input, and output, should always be
as close as possible (irrespective of noisey).

. Similarly, inputg and outputg should always have as close of an
action embedding as possible.

. If usery = userp and noise4 = noisep, the user embedding for
output, and outputp should be as close as possible.

. If usery = userp and noisey # noisep, the user embedding for
output, and outputg should be far apart.

In other words, the action represented by an anonymized motion
sequence should remain unchanged from the original motion se-
quence, helping to achieve the indistinguishability goal of our model.
Furthermore, the intended use of the noise value is to be randomly
sampled at the start of each new session, and then to remain con-
sistent within that session. Thus, a user should assume a consistent
faux identity within a session, but should assume distinct apparent
identities across sessions, achieving cross-session unlinkability. Im-
portantly, by using the adversarial training method in Figure 4, the
anonymizer receives precise differentiable feedback from the action
and user similarity models on how to achieve both of these goals.



An additional advantage of this training method is that it provides
a tunable security parameter that can be used to adjust the balance
of anonymity and usability while training the model. If additional
usability is needed, more weight can be placed on loss components
(1) and (2), causing the output motion to appear more similar to the
input motion. On the other hand, if more anonymity is required,
further weight can be put on loss components (3) and (4), emphasiz-
ing cross-session unlinkability of outputs. In our evaluation, we use
equal weights for both components, meaning that indistinguishabil-
ity and cross-session unlinkability are equally important goals.

To train the anonymizer, we randomly sampled 50,000 pairs of
motion sequences, with both samples in any given pair coming
from the same user. We then randomly sampled 50,000 pairs of
random Gaussian noise vectors. For half of the pairs, the noise inputs
are identical (noise4 = noiseg), while for the other half, they are
different (noise4 # noisep), per the loss function described above.
An additional 5,000 pairs were sampled for testing. The model was
trained for a full 500 epochs without early stopping.

The model achieved user similarity accuracy of 95.54% on the
training data and 94.71% on the testing data. In other words, 94.71%
of the time, the model correctly predicted that userq = userg when
noise4 = noisep and that usery # userp when noises # noisep.
These numbers should be interpreted in light of the user similarity
model’s baseline accuracy of 92.81%. Importantly, on both datasets,
the model achieved an action similarity accuracy of 100.00%; in ev-
ery training and testing sample, the action similarity model correctly
described the input and output motion as containing the same action.

6.5 Normalizer

While the anonymizer is effective at obscuring the identity of a VR
user while keeping their big-picture actions looking the same, it
introduces some undesirable noise to the telemetry signal (at the
frame level) due to the lack of an incentive against doing so. One
idea for combating this would be to use an adversarial architecture
(e.g., GAN [10]) with a discriminator network that provides feedback
to the anonymizer by attempting to distinguish anonymized motion
from unmodified motion sequences. Unfortunately, we found this
idea difficult to apply for our use case as discussed further in §8.2.
Instead, we use a normalizer model that aims to reverse the effects
of the anonymizer using the architecture in Figure 5.
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Figure 5: Normalizer model architecture.

The normalizer receives as input an anonymized motion sequence
(900 x 21) and outputs a normalized motion sequence (900 x 21).
The relatively simple architecture consists of an LSTM layer that
returns a 256-dimensional state for each frame and a time-distributed
dense layer that converts each state back to a 21-dimensional output.
As with the anonymizer, the architecture obeys causality (e.g., no
bidirectional layers) and can thus be deployed in a real-time setting.

To train the normalizer, we randomly sampled 50,000 motion
sequences from random users and maps and anonymized each of
them using random noise vectors. We then trained the normalizer
using a subset of the anonymized motion sequences as inputs and the
corresponding original motion sequences as the target outputs, with
a mean squared error loss function. Using a portion of the sequences
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reserved for testing, we found that the mean squared error between
input and output samples after z-score normalizing every dimension
was reduced by about one order of magnitude.

Importantly, the normalizer model is not provided with the noise
values used to anonymize the original motion sequences, and, during
inference, does not have access to the original motion data. There-
fore, it will never be able to fully recover the original motion se-
quences, and cannot reduce the anonymity of the motion sequences,
as any deterministic algorithm that could undo the anonymization
without access to the original motion or noise values could also be
deployed by an adversary to defeat anonymized motion sequences.
Instead, the normalizer network can only remove any component of
the noise added by the anonymizer that is consistent or predictable
across all anonymized motion sequences, which does not affect the
actions or anonymity of any particular user.

The entire deep motion masking system architecture, with about
2.2 million parameters, is shown in §B of the full paper. Of these,
290k parameters are in the normalizer, with the action and user
similarity models containing nearly one million parameters each.
The anonymizer itself contains only about 65k trainable parameters,
allowing it to run extremely quickly on its own.

6.6 Deployment

Deploying the trained models for post-hoc anonymization of motion
recordings is now as simple as randomly sampling 32 Gaussian
noise values, invoking the anonymizer model on the input motion
sequence and noise values, and then running the normalizer model
on the output of the anonymizer.

Based on our observations, we suggest a few simple optimiza-
tions to the above process. First, we observe that it is better for
indistinguishability if the population mean and standard deviation
of each motion dimension in anonymized recordings match the pop-
ulation mean and standard deviation of each motion dimension in
unmodified motion. This population-level shift does not impact
the anonymity of any individual user. Second, we recommend du-
plicating the first frame of motion 30 times before including the
subsequent motion input. This ensures the 1D convolution buffer
of the anonymizer model is always filled with real data, reducing
apparent noise and instability in the first second of the anonymized
output. Finally, the quaternions representing rotational dimensions
of the output should be normalized to unit magnitude for validity.

The deep motion masking system can also be used in a real-time
(streaming) setting. To do so, a buffer of the last 30 frames should
be maintained and initially filled with 30 copies of the first frame.
For each new frame, a corresponding anonymized frame can be
produced by running the anonymizer’s learned 1D convolution on
the frame buffer, then concatenating its 64-dimensional output to the
21-dimensional input and 32-dimensional noise vector to produce
a 117-dimensional hybrid vector. That hybrid vector can then be
converted into a 21-dimensional anonymized output frame using the
dense layers of the anonymizer. Next, the optional optimization of
shifting the population mean and standard deviation of each motion
dimension back to that of the general population can be applied.
Finally, the resulting frame can be fed into the LSTM layer of the
normalizer, and the 256-dimensional LSTM state can be used by
the dense layer of the normalizer to recover a final 21-dimensional
anonymized and normalized output frame. Again, the quaternions
should be normalized to unit magnitude.

Overall, the real-time deployment of deep motion masking
adds no delay other than the computational delay of invoking the
anonymizer and normalizer models, which we found to be less than
1 ms. Due to the causal design of the architecture, the anonymized
and normalized output in the streaming setting is identical to the
result of the post-hoc anonymization process.



7 EVALUATION

Having fully described our proposed deep motion masking approach,
we now present a detailed evaluation of the privacy and usability of
the resulting system. Our evaluation directly compares the cross-
session unlinkability and indistinguishability of our system to that
of MetaGuard [26], the prior state-of-the-art for VR motion privacy.

7.1 Anonymity

First, we analyze the impact of our deep motion masking system on
cross-session linkability. If the system is effective at anonymizing
VR motion data, it should be able to trick our LSTM funnel clas-
sification model (§6.1) into wrongly classifying anonymized users
in most instances. However, to ensure that our anonymizer didn’t
overfit by only fooling our own classification model, we also include
the Random Forest identification model of Miller et al. [21] and
LightGBM-based identification model of Nair et al. [28].

Furthermore, we train each model both as an oblivious adversary,
which is trained on unmodified motion sequences from each user
and tested on anonymized motion sequences, and as an adaptive
adversary, which is trained on anonymized motion sequences from
within a session and tested from anonymized motion sequences in
another session. Per our definition of cross-session unlinkability in
§5, none of the models are trained on multiple independent sessions
of anonymized motion, as we operate under the assumption that no
external identifiers can be used to link sessions together.

To perform the evaluation, we randomly selected 1,000 users from
the dataset of §4. In order to be representative of average VR users,
we only include users for which between 30 and 100 recordings
were present; about 20,000 such users exist in the dataset. For
each user, we selected 10 recordings to constitute the first session
(for training) and another 10 recordings to constitute the second
session (for testing). We then anonymized either one or both sessions
(depending on the type of adversary), using either MetaGuard or the
full post-hoc anonymization pipeline detailed in §6.6. The results of
training and testing each of the considered identification models on
each set of data are summarized in Table 1 below.

Miller et al. [22] Nair et al. [28] LSTM Funnel (§6.1)
Oblivious | Adaptive | Oblivious | Adaptive | Oblivious | Adaptive
Unmodified 90.3% 90.3% 91.0% 91.0% 96.5% 96.5%
MetaGuard [26] | 57.4% 79.5% 67.0% 84.3% 81.3% 96.3%
DMM (§6) 1.5% 1.2% 3.1% 3.5% 3.7% 0.1%

Table 1: Identification accuracy for various adversaries and model
architectures, with and without anonymization.

As demonstrated by the results of Table 1, deep motion masking
is significantly better than MetaGuard at anonymizing users across
sessions. While MetaGuard users remain up to 96% identifiable,
deep motion masking reduces identification accuracy to less than
4%, representing a 20x to over 100x improvement in anonymity.

As expected, adaptive adversaries are usually better at identifying
anonymized users across sessions, as information about what the
user looks like when using the anonymity tool of choice (albeit with
different noise values) can be incorporated into the identification
model. In the case of MetaGuard, this allows the LSTM funnel
architecture to perform at nearly full accuracy, as the model learns to
ignore anonymized dimensions and identify users by the unmodified
dimensions. Interestingly, however, the LSTM funnel model actually
performs significantly worse with the deep motion masking samples
when trained adaptively. This is likely because component (3) of the
loss function used to train the anonymizer model (§6.4) is measured
by a user encoder based on the LSTM funnel architecture. The
anonymizer model therefore is particularly good at tricking the
LSTM funnel architecture into learning fictitious user attributes and
consequently becoming worse at identifying users.
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7.2 Usability

To evaluate the indistinguishability of motion data anonymized with
deep motion masking, we conducted a large-user study (N=182).
The study consisted of an online survey in which users were asked
to watch VR motion recordings from the game Beat Saber in the
Beat Saber web replay viewer tool [35] after reading and agreeing
to an informed consent document. Four treatments were tested:

1. As a negative control group, we included unmodified VR motion
recordings from the dataset of §4 that will certainly be indistin-
guishable from natural human motion.

. Asapositive control group, we included completely Al-generated
motion recordings created by CyberRamen [36], a machine learn-
ing model trained to play Beat Saber. As it stands, these record-
ings are easily distinguishable from natural motion, serving as a
good test of response quality.

. As a baseline treatment group, we included recordings
anonymized using MetaGuard [26] with the “height,” “wingspan,”
and “room size” defenses enabled at the “medium” privacy set-
tings suggested by the authors.

. As our new treatment group, we included recordings anonymized
with deep motion masking using the same models and processes
as the anonymity evaluation (§7.1).

Users were given one set of recordings at a time, consisting of
four recordings of different users playing the same map in Beat
Saber. To remove confounding variables, all recordings in all sets
were first normalized to 30 FPS and trimmed to the first 30 seconds.
One of the four recordings in each set was additionally treated (i.e.,
“anonymized”) using one of the four treatments listed above. Each
user was shown 12 such sets of recordings in a randomized order,
corresponding to a slow, medium, and fast song for each of the
four treatment groups described above. For each set, their task was
to decide which (if any) of the four recordings was modified. To
aid their decision, users could view each replay in slow motion,
zoom in on particular areas, and view the motion from a variety
of perspectives. When recruiting participants for our study, we
focused primarily on finding VR users with significant Beat Saber
experience, as such users are more likely to be familiar with what
natural VR motion data should look like, and thus are likely to be
more challenging and discerning critics of our system. With that
in mind, we primarily recruited participants through social media
pages related to VR, and through VR interest groups like CVRE [5].
However, we also wanted to ensure that some number of novice
users participated in the study, and recruited a small number of
participants from a broader general population for that purpose.

The study ran for two weeks, from September 20th, 2023 through
October 3rd, 2023, and received 241 responses in that time. We
removed the 59 responses that were either blank or answered all six
of the control questions incorrectly, leaving 182 valid responses. Of
those, 149 were from expert Beat Saber players (with 100 or more
hours of in-game experience), and the remaining 33 participants
were novices (with O to 100 hours of experience). Figure 6 shows
the observed distinguishability for each of the evaluated treatments.

The negative control group has a surprisingly high rate of distin-
guishability in our results (18%). This indicates that when unsure
about which replay was modified, users in our study were prone to
randomly guessing one of the four replays rather than indicating
that all four replays were unmodified. With that in mind, the re-
plays anonymized with deep motion masking were only marginally
more distinguishable than the negative control group. Moreover,
deep motion masking represents a significant improvement over the
MetaGuard [26] system, with nearly a 3x reduction in the rate of
distinguishability, particularly for expert users. Using a standard x>
test, the difference between MetaGuard and deep motion masking is
highly statistically significant with p < 0.01.
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Figure 6: Results of user study on distinguishability (lower is better).

7.3 Ethics

The primary source of data for this study is the BOXRR-23 dataset
[29], a publicly available dataset intended for use in VR research,
including security and privacy research. This dataset has already
been used in published research papers in the VR security and
privacy domain [28]. It contains built-in privacy measures, such as
pseudonymization of participants, and was reviewed by the legal
and ethics boards of its authors prior to release. We specifically only
use the BeatLeader part of the dataset in our research; these users
agree to the use of their data for “research topics such as VR security,
privacy, and usability” in the BeatLeader privacy policy [34].

Other than the BOXRR-23 dataset, the only additional data used
in this paper is from our usability study in §7.2. All participants
in the survey were adults over the age of 18, and no vulnerable
populations were specifically targeted in this study. Participants
consented to their inclusion in academic research by reading and
agreeing to an informed consent document before proceeding in the
survey. Users optionally provided their Beat Saber username, but no
further identifiable information was collected. Information collected
consisted exclusively of the users’ selections of which recordings
they believed were modified. Therefore, the likelihood of any harm
to participants, either through participating or through a later breach
of confidentiality, is exceedingly low.

All aspects of this study, including our use of the public Beat-
Leader data and our collection of survey responses in §7.2, were
also independently reviewed and approved by an OHRP-certified
IRB under protocol number 2023-06-16467.

8 DiscussioN

Anonymizing VR motion data inherently involves diverging from
the original motion data to some extent. The approach detailed
in §6 ensures that such deviations correspond mostly to apparent
differences not in the actions being taken but rather in the user
taking the actions. This results in the system being highly suitable
for motion data intended for consumption by human observers, as
demonstrated in §7.2.

On the other hand, there will always be VR applications in which
very high precision is required, such as telemedicine, competitive
e-sports, or remote operation of equipment. If anonymity is still
desired in such an application, an alternative solution, such as secure
multi-party computation or trusted execution environments, may be
more suitable. Thus, we recommend a two-channel approach for
VR motion data, with one system handling real-time anonymization
of low-fidelity motion for human eyes, and another handling precise
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motion data for asynchronous computational use. Deep motion
masking presents a secure, usable, and scalable solution for the
former scenario, while the latter merits further investigation.

8.1

One major limitation of our system is that it has only been trained
on data from a single VR application, Beat Saber. This is because
there are currently about four orders of magnitude more motion
data available from Beat Saber than any other VR application, with
deep learning models benefiting from large amounts of training data.
Unlike prior work using this dataset, we don’t allow our model to
see anything specific to Beat Saber, such as block positions and
timings. Therefore, it should be possible to train a deep motion
masking model, using the present architecture, on motion data from
any VR application, if enough motion data were available. However,
without such data, we cannot confidently claim that the evaluation
results will generalize to other applications.

Another major limitation of deep motion masking is that it loses
the provable security properties of MetaGuard [26]. One of the
most significant features of MetaGuard is that it obeys e-differential
privacy, and thus provides provable security and privacy properties.
However, that provability only extends to the specific dimensions
that the authors consider in the paper. This creates a weakness, as
rotational dimensions are excluded entirely. Thus, while proving the
security of our deep learning approach is significantly harder, the
method empirically provides better cross-session unlinkability than
MetaGuard as demonstrated in §7.1.

Limitations

8.2 Future Work

One important area of future work in this field is extending motion
anonymization systems support to full-body tracking data. Deep
motion masking is particularly suitable for this purpose, as it doesn’t
involve manually engineering features between pairs of tracked
objects, and may in fact be immediately applicable to full-body
telemetry streams. At present, we lack a sufficiently large full-
body motion capture dataset to use for training. However, as next-
generation VR devices move towards full-body tracking, such data
may become readily available, and the importance of full-body
motion anonymization will simultaneously increase.

On the subject of data, future work may focus on procuring large-
scale VR motion datasets from applications other than Beat Saber.
Demonstrating the generalizability of deep motion masking to a wide
variety of VR games and applications is an important step toward
the potential adoption of such a system. Finally, we hope to see
future work that explores various other architectures and techniques
for masking VR motion data.

9 CONCLUSION

Deep learning is emerging as a powerful method for the usable real-
time anonymization of sequential data (e.g., voice anonymization
[6]). In this paper, we’ve shown that deep learning can also be an
effective tool for anonymizing VR telemetry data by developing a
technique we call deep motion masking, which is analogous to a
real-time voice changer for movement patterns. By decomposing
the space of motion variability into action-related variation and user-
related variation, our model is effective at hiding user identity while
maintaining action similarity, leading to better indistinguishability
and cross-session unlinkability than prior methods.
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