### Dataset Facts

**Dataset** BOXRR-23  
**Instances Per Dataset** 4,717,215  

<table>
<thead>
<tr>
<th>Metadata</th>
<th></th>
</tr>
</thead>
</table>
| **Original Authors** | Vivek Nair, UC Berkeley  
Wenbo Guo, Purdue  
Rui Wang, Carnegie Mellon  
James F. O’Brien, UC Berkeley  
Louis Rosenberg, Unanimous AI  
Dawn Song, UC Berkeley |
| **Owner** | Berkeley RDI Center |
| **Creator** | Berkeley RDI Center |
| **Maintainer** | Berkeley RDI Center |
| **Version** | 2023 |
| **URL** | rdi.berkeley.edu/metaverse/boxrr-23 |
| **DOI** | doi.org/10.25350/B5NP4V |
| **License** | CC BY-NC-SA 4.0 |
| **Curated** | APR 2023 |
| **Original Funding** | National Science Foundation  
National Physical Science Consortium  
Fannie and John Hertz Foundation  
Berkeley RDI Center |
| **Ongoing Funding** | Berkeley RDI Center |
| **Keywords** | XR, VR, AR, MR, MoCap, HCI, CGI, AI, ML |
| **Composition** | Data Dictionary: rdi.berkeley.edu/metaverse/boxrr-23/dict.json  
Format: XROR |
| **Timeframe** | NOV 2017 – APR 2023 |
| **Upstream Sources** | BeatLeader (beatleader.xyz)  
ScoreSaber (scoresaber.com)  
PolyGone (polygone.art)  
Steam (steampowered.com)  
BeatSaver (beatsaver.com) |

<table>
<thead>
<tr>
<th>Source</th>
<th>% of Recordings</th>
</tr>
</thead>
<tbody>
<tr>
<td>BeatLeader</td>
<td>3,525,456 recordings</td>
</tr>
<tr>
<td>ScoreSaber</td>
<td>1,136,581 recordings</td>
</tr>
<tr>
<td>PolyGone</td>
<td>55,178 recordings</td>
</tr>
</tbody>
</table>

### Ethics

<table>
<thead>
<tr>
<th>Ethics Review</th>
<th>Berkeley OPHS #2023-03-16120</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Human Data</strong></td>
<td>Yes</td>
</tr>
<tr>
<td><strong>Individual Data</strong></td>
<td>Yes</td>
</tr>
<tr>
<td><strong>Consent Given</strong></td>
<td>Yes ³</td>
</tr>
<tr>
<td><strong>Community Involvement</strong></td>
<td>Yes ³</td>
</tr>
<tr>
<td><strong>Sensitive Content</strong></td>
<td>Maybe</td>
</tr>
<tr>
<td><strong>Confidential Data</strong></td>
<td>No</td>
</tr>
<tr>
<td><strong>Subpopulations</strong></td>
<td>Country</td>
</tr>
<tr>
<td><strong>Restrictions</strong></td>
<td>rdi.berkeley.edu/metaverse/boxrr-23/dua.pdf</td>
</tr>
</tbody>
</table>

### Processing

- **Imputation**: None  
- **Manipulation**: None  

### Completeness

- **Complete**

### Raw Data Retained

- **Yes**

### Uses and Distribution

#### Domains

- Security and Privacy  
- Graphics and CGI  
- Human-Computer Interaction  
- Machine Learning

#### Original Use

- Authentication

#### Notable Uses

- arxiv.org/abs/2302.08927  
arxiv.org/abs/2208.05604  
arxiv.org/abs/2305.19198

#### Other Uses

- Motion Synthesis  
- Anti-Cheating  
- Score Prediction

#### Prohibited Uses

- Deanonymization  
- Sensitive Attributes  
- Health Research

### Maintenance and Evolution

#### Corrections or Erratum

- None

### Updates

- **Annual**

### Description

The BOXRR-23 dataset contains 4,717,215 motion capture recordings generated by 105,852 real users of extended reality (XR) devices, obtained from three broadly publicly-available sources relating to two XR applications, Beat Saber and Tilt Brush.

---

1. The original motion data recordings are owned and controlled by BeatLeader, ScoreSaber, and PolyGone. The composite dataset (BOXRR-23) is owned and controlled by Berkeley RDI and the Regents of the University of California.  
2. “Timeframe” refers to the window in which the original motion capture occurred. BOXRR-23 was curated in April 2023.  
3. Participants in this dataset consented only to their data being broadly publicly available on the internet. Berkeley then scraped and aggregated this publicly-available data, as is a common and widely-accepted practice in the machine learning community.  
4. Multiple of the dataset authors are active members of the Beat Saber community, and developed the dataset in consultation with both ordinary members of the community and the leadership of the platforms which served as data sources.
DATA EXAMPLE:
Beat Saber Recording

Metadata Example:

```json
{
"$schema": "...",
"$id": "1d010358-e30b-424c-93f2-bbd5c74c3246",
"info": {
"timestamp": 1664579023,
"hardware": {
"devices": [
{
"name": "Vive Elite", "type": "HMD", "joint": "HEAD",
"axes": ["x", "y", "z", "i", "j", "k", "1"] },
{
"name": "Vive Controller MV", "type": "CONTROLLER", "joint": "HAND_LEFT",
"axes": ["x", "y", "z", "i", "j", "k", "1"] },
{
"name": "Vive Controller MV", "type": "CONTROLLER", "joint": "HAND_RIGHT",
"axes": ["x", "y", "z", "i", "j", "k", "1"] }
],
"software": {
"app": {
"id": "620980", "name": "Beat Saber", "version": "1.24.0",
"extensions": [ { "name": "BeatLeader", "version": "0.4.1" } ]
},
"environment": { "name": "Big Mirror" },
"activity": {
"songHash": "C4D0A57AAC32CF7CAA4CFEB6B5CA2336DD998475", "difficulty": "Expert",
"name": "DRAGONQUEST4 medley", "mapper": "akashiro shiroha", "mode": "Standard",
"score": 2679040, "JumpDistance": 19.040000915527344,
"height": 1.6194936037063599, "artist": "kouichi sugiyama", "bpm": 92,
"njs": 17, "noteCount": 3350, "bombCount": 32, "wallCount": 36196
},
"runtime": "steam", "api": "OpenVR"
},
"user": {
"id": "c76c02aa-2e33-482f-b880-f1f4b4c92760", "totalScore": 3156861505,
"totalRankedScore": 384813378, "rankedPlayCount": 403, "country": "JP"
}
},
"frames": [ ... ],
"events": [
{ "id": "gc", "name": "Good Cut", "instances": [ ... ] },
{ "id": "bc", "name": "Bad Cut", "instances": [ ... ] },
{ "id": "m", "name": "Miss", "instances": [ ... ] },
{ "id": "b", "name": "Bomb Cut", "instances": [ ... ] },
{ "id": "wh", "name": "Wall Hit", "instances": [ ... ] },
{ "id": "h", "name": "Height Change", "instances": [ ... ] },
{ "id": "p", "name": "Pause", "instances": [ ... ] }
],
}```
Event Example:
{
  "time": 11.00341796875,
  "spawnTime": 11.086956977844238,
  "saberSpeed": 26.80004959106445,
  "saberDirX": -0.09986419230699539,
  "saberDirY": 0.9677348732948303,
  "saberDirZ": -0.2313361018896103,
  "timeDeviation": 0.08353900909423828,
  "cutDirDeviation": 10.289230346679688,
  "cutPointX": -0.8481981754302979,
  "cutPointY": 1.9115549325942993,
  "cutPointZ": 1.6576881408691406,
  "cutNormalX": 0.9645812511444092,
  "cutNormalY": 0.15586909651756287,
  "cutNormalZ": 0.21280963718891144,
  "cutDistanceToCenter": 0.053703993558883,
  "cutAngle": -79.71076965332031,
  "beforeCutRating": 1.0312528610229492,
  "afterCutRating": 1.1896723508834839,
  "noteID": 30200,
  "saberType": 0
}

Motion Example:
DATA EXAMPLE:
Tilt Brush Recording

Metadata Example:
{
  "$schema": "...",
  "$id": "2bec55f9-1a6c-4028-9868-30de0deca0a7",
  "info": {
    "timestamp": 1499294892,
    "hardware": {
      "devices": [
        { "name": "BRUSH", "type": "OTHER",
          "axes": [ "x", "y", "z", "i", "j", "k", "l", "p" ] }
      ],
    },
    "software": {
      "app": { "id": "327140", "name": "Tilt Brush" },
      "environment": { "id": "9b89b0a4-c41e-4b78-82a1-22f10a238357",
        "ThumbnailCameraTransformInRoomSpace": [ 0.0990347862, 11.9040918, 1.51867068, -0.0398891456, 0.3046091, 0.0668770745, 0.949288964, 1.0 ],
        "SceneCameraTransformInRoomSpace": [ -0.127744958, 10.06377, 3.08539915, 0.0, 0.0554259457, 0.0, -0.998462856, 0.298886538 ],
        "Mirror": { "Transform": [ -0.127744958, 14.5469837, 3.08539915, 0.0, 0.05544912, 0.0, -0.998461545, 1.0 ] }
      },
      "activity": { "name": "Beetle",
        "tags": [ "tilt", "people", "curated" ],
        "likes": 23
      },
      "user": { "id": "01dfa11b-a9a7-4cb9-a363-ddbb494539a5" }
    }
  }
}
**Event Example:**

```json
{
    "time": 0.0,
    "color_r": 0.0037947893142700195,
    "color_g": 0.681003749370575,
    "color_b": 0.25203055143356323,
    "color_a": 1.0,
    "size": 0.04562459886074066,
    "scale": 1.2503528594970703,
    "brush": "4391385a-cf83-4396-9e33"
}
```

**Motion Example:**

![Graphs showing motion parameters over time](image)

- **brush pos x**
- **brush pos y**
- **brush pos z**
- **brush rot x**
- **brush rot y**
- **brush rot z**
- **brush rot w**
- **brush pressure**
DATASHEET:
Berkeley Open Extended Reality Recordings 2023 (BOXRR-23)

This document is based on Datasheets for Datasets [2].

MOTIVATION

For what purpose was the dataset created? Was there a specific task in mind? Was there a specific gap that needed to be filled? Please provide a description.
The dataset was originally collected for a research project on identifying users in VR [4]. The difficulty of uniquely identifying users is directly proportional to the number of users present; however, existing datasets of VR motion data only contained up to a few hundred users. To compare motion-based identification with traditional biometrics like facial recognition, a dataset of 50,000 or more users was required. Beyond user identification and authentication, we believe the data may be useful in a variety of fields, including motion synthesis, usability, and security/privacy.

Who created this dataset (e.g., which team, research group) and on behalf of which entity (e.g., company, institution, organization)?
This dataset was created by the Center for Responsible, Decentralized Intelligence (RDI) at the University of California, Berkeley.

What support was needed to make this dataset? (e.g., who funded the creation of the dataset? If there is an associated grant, provide the name of the grantor and the grant name and number, or if it was supported by a company or government agency, give those details.)
This work was supported by the National Science Foundation, the National Physical Science Consortium, and the Fannie and John Hertz Foundation.

Any other comments?
Researchers interested in security and privacy applications of this dataset may be interested in our Data Privacy in Virtual Reality Systematization of Knowledge paper [1].

COMPOSITION

What do the instances that comprise the dataset represent (e.g., documents, photos, people, countries)? Are there multiple types of instances (e.g., movies, users, and ratings; people and interactions between them; nodes and edges)? Please provide a description.
Each instance consists of an XROR file that represents a recording of user motion data from an XR application.

How many instances are there in total (of each type, if appropriate)?
There are a total of 4,717,215 motion capture recordings (XROR files) included in the dataset.

Does the dataset contain all possible instances or is it a sample (not necessarily random) of instances from a larger set? If the dataset is a sample, then what is the larger set? Is the sample representative of the larger set (e.g., geographic coverage)? If so, please describe how this representativeness was validated/verified. If it is not representative of the larger set, please describe why not (e.g., to cover a more diverse range of instances, because instances were withheld or unavailable).
Yes – as of April 15th, 2023, the dataset includes all available recordings from the three sources we utilized.

What data does each instance consist of? “Raw” data (e.g., unprocessed text or images) or features? In either case, please provide a description.
Each XROR file includes a continuous sequence of frames recording the movement of a user’s body parts in 3D space. Motion data is captured in 6DoF at between 60 Hz and 144 Hz from a wide variety of XR devices. It may also include metadata about the recording, as well as information about the events occurring in the XR application.

Is there a label or target associated with each instance? If so, please provide a description.
There is a variety of metadata associated with each XROR file, but no specific target label. See the data examples below for more details about the included metadata.
Is any information missing from individual instances? If so, please provide a description, explaining why this information is missing (e.g., because it was unavailable). This does not include intentionally removed information, but might include, e.g., redacted text.

All metadata originally associated with the recordings is retained, except for identifiable information such as user names and IDs, which were removed for privacy reasons.

Are relationships between individual instances made explicit (e.g., users' movie ratings, social network links)? If so, please describe how these relationships are made explicit.

Yes – the recordings originating from the same user are always included in the same folder, with exactly one folder per user included in the dataset. Recordings originating from the same application, or the same in-application activity, are identifiable using the included metadata.

Are there recommended data splits (e.g., training, development/validation, testing)? If so, please provide a description of these splits, explaining the rationale behind them.

For research involving user identification or authentication, we recommend splitting the data by recording, ensuring that one or more recordings for each user are present in each of the training, validation, and testing sets. Ideally, the data included in the training, validation, and testing sets should be as temporally distant as possible, as indicated by the timestamp metadata, to prevent session-specific attributes from being used for identification. For research involving user attribute inference, we instead recommend splitting the data by user, ensuring that no user is in more than one of the training, validation, and testing sets, so that models do not learn to identify users rather than inferring the attribute.

Are there any errors, sources of noise, or redundancies in the dataset? If so, please provide a description.

All recordings present in the dataset are submitted directly by users around the world, using a wide variety of XR devices and technologies. As such, the data is highly heterogeneous and subject to a variety of sources of noise.

Is the dataset self-contained, or does it link to or otherwise rely on external resources (e.g., websites, tweets, other datasets)? If it links to or relies on external resources, a) are there guarantees that they will exist, and remain constant, over time; b) are there official archival versions of the complete dataset (i.e., including the external resources as they existed at the time the dataset was created); c) are there any restrictions (e.g., licenses, fees) associated with any of the external resources that might apply to a future user? Please provide descriptions of all external resources and any restrictions associated with them, as well as links or other access points, as appropriate.

No external data is required to utilize the data. Our libraries for XROR will remain publicly available via GitHub.

Does the dataset contain data that might be considered confidential (e.g., data that is protected by legal privilege or by doctor-patient confidentiality, data that includes the content of individuals’ non-public communications)? If so, please provide a description.

No – all data was submitted by users with the knowledge and intention that it would be made publicly available.

Does the dataset contain data that, if viewed directly, might be offensive, insulting, threatening, or might otherwise cause anxiety? If so, please describe why.

Maybe – while there is nothing inherently offensive about the motion data, the metadata contains user-submitted text values and therefore may include offensive language.

Does the dataset relate to people? If not, you may skip the remaining questions in this section.

Yes – the data records the motion of people while using XR devices and applications.

Does the dataset identify any subpopulations (e.g., by age, gender)? If so, please describe how these subpopulations are identified and provide a description of their respective distributions within the dataset.

Yes – the metadata identifies the country of each user, but other demographics like age and gender are not included.

Is it possible to identify individuals (i.e., one or more natural persons), either directly or indirectly (i.e., in combination with other data) from the dataset? If so, please describe how.

Maybe – original user pseudonyms and identifiers have been removed, but it may be possible to re-identify users via their motion data, such as by linking motion patterns to footage from surveillance cameras.

Does the dataset contain data that might be considered sensitive in any way (e.g., data that reveals racial or ethnic origins, sexual orientations, religious beliefs, political opinions or union memberships, or locations; financial or health data; biometric or genetic data; forms of government identification, such as social security numbers; criminal history)? If so, please provide a description.

Maybe – no sensitive data is directly included in the dataset, but it may be possible to infer sensitive attributes from user motion patterns.

Any other comments?

Attempting to link users in the dataset to their real-world identities, to contact these users, or to infer sensitive attributes from these users, is prohibited by the ethical data use agreement (DUA) accompanying this dataset.
How was the data associated with each instance acquired? Was the data directly observable (e.g., raw text, movie ratings), reported by subjects (e.g., survey responses), or indirectly inferred/derived from other data (e.g., part-of-speech tags, model-based guesses for age or language)? If data was reported by subjects or indirectly inferred/derived from other data, was the data validated/verified? If so, please describe how.

For each recording, motion data, event data, and metadata were all automatically recorded by an application running on an XR device; there are no “guesses” in the data.

Over what timeframe was the data collected? Does this timeframe match the creation timeframe of the data associated with the instances (e.g., recent crawl of old news articles)? If not, please describe the timeframe in which the data associated with the instances was created. Finally, list when the dataset was first published.

The data was generated between November 1st, 2017 and April 15th, 2023 and was collected in April 2023.

What mechanisms or procedures were used to collect the data (e.g., hardware apparatus or sensor, manual human curation, software program, software API)? How were these mechanisms or procedures validated?

We used a number of Python scripts to download the data and metadata, and convert the files to the XROR format. The data was originally recorded using over 20 different types of XR devices with a wide range of sampling rates and sensor precision specifications.

What was the resource cost of collecting the data? (e.g. what were the required computational resources, and the associated financial costs, and energy consumption - estimate the carbon footprint. See Strubell et al.[6] for approaches in this area.)

The data was originally collected for purposes other than academic research. Assembling and processing the dataset required the use of a single workstation PC for about two weeks, with minimal associated cost and carbon footprint.

If the dataset is a sample from a larger set, what was the sampling strategy (e.g., deterministic, probabilistic with specific sampling probabilities)?

N/A – The data includes all available recordings from the three sources we utilized; no sampling was used. We validated the completeness of our dataset by comparing the full set of downloaded recordings to authoritative database snapshots provided by the original service providers.

Who was involved in the data collection process (e.g., students, crowdworkers, contractors) and how were they compensated (e.g., how much were crowdworkers paid)?

Everyone involved in the data collection process is an author of this paper, and is either a student or professor at UC Berkeley. No additional compensation was provided.

Were any ethical review processes conducted (e.g., by an institutional review board)? If so, please provide a description of these review processes, including the outcomes, as well as a link or other access point to any supporting documentation.

Yes – the collection and use of this dataset for academic research purposes has been reviewed and approved as protocol #2023-03-16120 by the Office for Protection of Human Subjects (OPHS) at UC Berkeley, an OHRP-certified Institutional Review Board (IRB).

Does the dataset relate to people? If not, you may skip the remainder of the questions in this section.

Yes – the data records the motion of people while using XR devices and applications.

Did you collect the data from the individuals in question directly, or obtain it via third parties or other sources (e.g., websites)?

The data was originally submitted by users to three websites (BeatLeader, ScoreSaber, and Google Poly) with the knowledge that it would be made publicly available. We obtained and formatted the recordings directly from these three public sources via the following API endpoints:

- https://api.beatleader.xyz/replays
- https://scoresaber.com/api/leaderboard/by-id/#id/scores
- https://polygone.art/data/assets.csv

Were the individuals in question notified about the data collection? If so, please describe (or show with screenshots or other information) how notice was provided, and provide a link or other access point to, or otherwise reproduce, the exact language of the notification itself.

Yes – we made every attempt to notify the users of their involvement in academic research, including via official social media announcements from the original services.

Did the individuals in question consent to the collection and use of their data? If so, please describe (or show with screenshots or other information) how consent was requested and provided, and provide a link or other access point to, or otherwise reproduce, the exact language to which the individuals consented.

Yes – users explicitly consent to the publication of their recordings, and to their re-use for a variety of purposes, in the privacy policies and license agreements of the original services to which the recordings were submitted. Berkeley then scraped and aggregated this publicly-available data for research, as is a common and widely-accepted practice.

If consent was obtained, were the consenting individuals provided with a mechanism to revoke their consent in the future or for certain uses? If so, please provide a description, as well as a link or other access point to the mechanism (if appropriate)

Yes – a joint data removal procedure has been established for future iterations of the dataset, but it is not retroactive.
Has an analysis of the potential impact of the dataset and its use on data subjects (e.g., a data protection impact analysis) been conducted? If so, please provide a description of this analysis, including the outcomes, as well as a link or other access point to any supporting documentation.

Yes – an analysis of the potential impact of the dataset and its use on data subjects was conducted as part of the ethics review performed by the Office for Protection of Human Subjects (OPHS) at UC Berkeley.

Any other comments?
Regardless of the review conducted by OPHS, we encourage (and require) all research conducted using this dataset to be independently reviewed and approved in advance by an IRB or equivalent ethics review board.

PREPROCESSING / CLEANING / LABELING

Was any preprocessing/cleaning/labeling of the data done (e.g., discretization or bucketing, tokenization, part-of-speech tagging, SIFT feature extraction, removal of instances, processing of missing values)? If so, please provide a description. If not, you may skip the remainder of the questions in this section.

Yes – minimal cleaning was performed to remove recordings that were corrupted or otherwise completely invalid. We performed a quality check on each recording by verifying that it could be successfully parsed and contained all required values within reasonable bounds, but we did not further filter the data beyond these basic checks.

Was the “raw” data saved in addition to the preprocessed/cleaned/labeled data (e.g., to support unanticipated future uses)? If so, please provide a link or other access point to the “raw” data.

Yes – we have retained the raw data, but have not made it publicly available to protect the privacy of the users.

Is the software used to preprocess/clean/label the instances available? If so, please provide a link or other access point.

Yes – the XROR repository includes the code used to convert instances from the original BSOR, DAT, and TILT formats: https://github.com/metaguard/xror

Any other comments?
Overall, the data is preserved in as close to an original form as possible, while being compressed for efficiency and anonymized for ethical reasons.

USES

Has the dataset been used for any tasks already? If so, please provide a description.

Yes – the data has been used to produce a VR identification study [4], a VR privacy study [5], and a VR privacy tool [3].

Is there a repository that links to any or all papers or systems that use the dataset? If so, please provide a link or other access point.

Known uses of the dataset are identified on our website: https://rdi.berkeley.edu/metaverse/boxrr-23/

What (other) tasks could the dataset be used for?
The data could be used for a variety of purposes including human motion synthesis, cheating detection, score prediction, security & privacy research, human-computer interaction research, and machine learning research.

Is there anything about the composition of the dataset or the way it was collected and preprocessed/cleaned/labeled that might impact future uses? For example, is there anything that a future user might need to know to avoid uses that could result in unfair treatment of individuals or groups (e.g., stereotyping, quality of service issues) or other undesirable harms (e.g., financial harms, legal risks)? If so, please provide a description. Is there anything a future user could do to mitigate these undesirable harms?

While data was voluntarily submitted by users for broad public availability, knowledge of the implications of this data is currently limited. Thus, we advise caution when using the dataset for purposes that users may not have reasonably foreseen and could find objectionable.

Are there tasks for which the dataset should not be used? If so, please provide a description.
We prohibit attempting to link users in the dataset to their real-world identities, to contact these users, or to infer sensitive attributes from these users, as users may not understand the possibility of doing so.

Any other comments?
It is possible, and indeed likely, that there are uses for this motion capture data beyond what the researchers have imagined. We simply advise discretion with respect to the potential uses of data that originates from human subjects.

DISTRIBUTION

Will the dataset be distributed to third parties outside of the entity (e.g., company, institution, organization) on behalf of which the dataset was created? If so, please provide a description.

Yes – the dataset can be accessed by any researcher who agrees to the license agreement and data use agreement.

How will the dataset be distributed (e.g., tarball on website, API, GitHub)? Does the dataset have a digital object identifier (DOI)?
The dataset can be accessed via the following DOI: https://doi.org/10.25350/B5NP4V
When will the dataset be distributed?
The dataset is publicly available as of June 1st, 2023.

Will the dataset be distributed under a copyright or other intellectual property (IP) license, and/or under applicable terms of use (ToU)? If so, please describe this license and/or ToU, and provide a link or other access point to, or otherwise reproduce, any relevant licensing terms or ToU, as well as any fees associated with these restrictions. Yes – researchers using this dataset must agree to our CC BY-NC-SA 4.0 license and ethical data use agreement.

Have any third parties imposed IP-based or other restrictions on the data associated with the instances? If so, please describe these restrictions, and provide a link or other access point to, or otherwise reproduce, any relevant licensing terms, as well as any fees associated with these restrictions.

No – our redistribution of this data is permissible under the original licenses and applicable regulations, and our license is at least as restrictive as the original licenses.

Do any export controls or other regulatory restrictions apply to the dataset or to individual instances? If so, please describe these restrictions, and provide a link or other access point to, or otherwise reproduce, any supporting documentation.

No – to our knowledge, there are no regulations limiting the international export of this data.

Any other comments?
Our eligibility to legally distribute this dataset has been confirmed by the Intellectual Property & Industry Research Alliances (IPIRA) office at UC Berkeley.

MAINTENANCE

Who is supporting/hosting/maintaining the dataset? The dataset is supported, hosted, and maintained by the Berkeley Center for Responsible, Decentralized Intelligence (RDI) as a public service at no cost.

How can the owner/curator/manager of the dataset be contacted (e.g., email address)? You can contact Berkeley RDI at rdi@berkeley.edu, or the primary author, Vivek Nair, at vcn@berkeley.edu.

Is there an erratum? If so, please provide a link or other access point.
No, but future errata, if applicable, will be included on our website: https://rdi.berkeley.edu/metaverse/boxrr-23/

Will the dataset be updated (e.g., to correct labeling errors, add new instances, delete instances)? If so, please describe how often, by whom, and how updates will be communicated to users (e.g., mailing list, GitHub)? Yes – new motion data is constantly being submitted, and we intend to update the dataset approximately once per year.

If the dataset relates to people, are there applicable limits on the retention of the data associated with the instances (e.g., were individuals in question told that their data would be retained for a fixed period of time and then deleted)? If so, please describe these limits and explain how they will be enforced.
No – users explicitly authorized the indefinite retention of all submitted recordings.

Will older versions of the dataset continue to be supported/hosted/maintained? If so, please describe how. If not, please describe how its obsolescence will be communicated to users.
Yes – we intend to keep all versions of the dataset publicly available for as long as possible.

If others want to extend/augment/build on/contribute to the dataset, is there a mechanism for them to do so? If so, please provide a description. Will these contributions be validated/verified? If so, please describe how. If not, why not? Is there a process for communicating/distributing these contributions to other users? If so, please provide a description.
Yes – our license permits researchers to augment the dataset, as long as it is distributed under identical terms.

Any other comments?
Any updates to the responses contained in this document will be communicated via the official dataset page: https://rdi.berkeley.edu/metaverse/boxrr-23/
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We searched the following hosting platforms for comparable datasets:

- Kaggle (https://kaggle.com/)
- Zenodo (https://zenodo.org/)
- Dryad (https://datadryad.org/)
- Hugging Face (https://huggingface.co/)
- IEEE DataPort (https://ieee-dataport.org/)

We further searched the following digital libraries for relevant papers:

- IEEE Xplore (https://ieeexplore.ieee.org/)
- ACM Digital Library (https://dl.acm.org/)
- ScienceDirect (https://sciencedirect.com/)
- SpringerLink (https://link.springer.com/)
- Scopus (https://scopus.com/)

For all of the above sources, we used the following search string: "[VR | XR | motion telemetry | capture | dataset]." Our search also included a secondary search of the references of papers obtained during our primary search. We then determined which results described relevant motion capture data, the results of which are shown in Table 2 of the main paper.