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Abstract: Interpreting ultrasound data presents a significaftempt to make use of ultrasound technology. Alnall
challenge to medical personnel, which limits thénichl medical imaging, including ultrasound, consist2Df cross-
applications of the technology. We have addresBisdissue sectional pictures, or slices, of anatomical stried. As a

by developing a prototype computer-based systerigmiess to result, a medical professional who wishes to make of

aid non-expert medical practitioners in using w@iitand most imaging data must learn to adapt his or hemedge
devices in a variety of different diagnostic sitoms. of anatomy to accommodate the cross-sectional view
Essentially, the system treats the collection ofades afforded by imaging technologies. Specialists tevwears
generated during an ultrasound examination as aered to focused training in order to develop an expertisr
sequence of views of the anatomical environmentpicis out interpreting such data. If ultrasound devices ddu¢ made
key views in which the contents of the scan imaggnges. It easier to use for non-experts, then medical prawtits, like
stores descriptions of expected key views and neatchattlefield medics, doctors on a space craft ocepsiation,
incoming images to this key view sequence during @id workers in remote locations, and others whaehav easy
orientation phase of an examination. The prototyme guide access to trained experts could still reap somethef

a novice user through an examination of a patiemtdomen diagnostic benefits of using ultrasound devices.

and automatically identify anatomical structuresthimi the

region. Overall, the design represents a noverogmh to With this in mind, our goal is to help such profesals to
processing and augmenting ultrasound data ancptesenting overcome these obstacles. Specifically, we haveldped a
spatial knowledge. novel, flexible, and efficient view-based high-leve
representation for anatomical knowledge. The model
incorporates aspects of human expert ultrasound
interpretation strategies. We have used this mindeleate a
prototype computer-based ultrasound interpretatipstem
that augments ultrasound data in real-time in otdemake
such data accessible to medical professionals whaonat
ultrasound experts.

Key words: ultrasound; anatomical knowledge
representation; anatomical structure labelling;a3atomical
models; spatial knowledge representation; automatedical
imaging systems

1- Introduction

A change in perspective can often make even akweln | a departure from most previous work in medical
scene unrecognizable. Perhaps you've seen youfestdliar aygmented reality, the current system focuses entifging
city from the top of a brand new building. Maybeuve anatomical structures and labeling them in 2D irsaggher
walked through a neighborhood a hundred times betre than on reconstructing highly accurate 3D models of
day finally seeing it through the window of a but these stryctures. In this case, the system generateplesiBD

situations, as in a myriad of others, you've propatad that models with knowledge of their related anatomidaictures
strange sensation that the familiar has suddenty anleast 5nq yses these models to create image labels.

momentarily become incomprehensible.

~_ The prototype demonstrates a unique method for
Doctors must often confront the problems associaiéth representing anatomical knowledge as sequences of
looking at familiar objects from unusual perspeesiv In descriptions of 2D views. The concept has analeguehe
particular, such problems frequently arise when tatsc sutonomous navigation literature, and it also asiotie
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system to learn to recognize variations on standaetomical The motivation for the actual application cameargke part
configurations. from previous work in using augmented reality for
biomedical applications.  For instance, projects tla

The following section presents a description ofted earlier University of North Carolina, Chapel Hill (UNC) hav
work.  Section three describes key object idemttfn focused on augmented reality visualizations forastund
techniques used by human sonography experts, astibrsedata and for laparoscopic surgery.[4,5,6,7] =~ The QUN
four provides details of the design of the ultragbyultrasound augmented reality system displays volume
interpretation system. The final two sections refive results fendered 3D ultrasound data accurately registergt a

of running the system on real scans and give dlanéuture Patient during a breast needle biopsy proceduredamihg
work. fetal examinations. The system seeks to makesoltrad

data more useful to a surgeon by presenting itvimyp that is
intended to be more intuitive than the standarglais The
work represents a significant achievement in motion
tracking, rendering, interface design, and otheasy but it
Our work represents a synthesis of concepts frorarity of requires costly specialized hardware and stilesetd a large
different sources. In particular, the design hasrbheavily extent on the expertise of the ultrasound usenterpret the
influenced by teChniqUeS from the ultrasound litene and by d|sp|ayed information. We set out to try to augmen
work in the fields of autonomous navigation and mw&d yltrasound data in a manner that focuses lesssurahzation
augmented reality. For example, we have condwt®ddy of and more on structure identification. As mentioréxbve,

the ultrasound examination techniques taught tag@phy our goal is to help non-experts to derive benéfiien using
students. This Study included a review of relevintature an ultrasound device for diagnostic purposes.

along with conversations with sonography experts stndents
and observations of students during training.[1]he Tnext
section presents a summary of various exam tecesjgout 3. Object Identification Techniques in
overall, the study made clear that many of the abjgitrasound

identification strategies taught to sonography etiisl could be

adapted for use in computer-based systems desigoed
interpret ultrasound data.

2- Previous Work

This realization of the connection between humeatesjies for
accomplishing what are essentially spatial task$ possible
computer-based approaches to performing the sanaidns
came from an examination of part of the literatwe
autonomous navigation. On the face of it, therghtnseem to
be little relationship between navigation in a &sgale
environment and using an ultrasound device. Howeve
ultrasound devices do provide a user with a limitev of a
complex space that is not unlike the limited viewe dvas when
walking through a city. In addition, sonographydsnts learn
to recognize certain important, distinctive struetu during
exams and to use consistent structures as guidewote
complex anatomy just as people learn to recogmindrharks
in cities and to use maps to find their way. Awdarge
amount of research has focused on developing caftipoal Figurel An ultrasound scan image of a heart. The imagevs
models for large-scale navigation, because mosinautous the left and right ventricles.

robots must be capable of at least some degreacckssful

navigation. In particular, Kuiper's work on repeaesing Figure 1 presents an example of an ultrasound Boage.
spatial knowledge has had wide influence.[2,3] Has To the untrained eye, the image appears to comtatining
developed a number of computational frameworks foore than visual noise. Even an extensive knoveedf
modeling the type of spatial knowledge that mahyman anatomy probably would not be enough to adoe
psychologists theorize is contained within a peiseognitive to accurately interpret this image. How, thensdoography
map, or their internal representation of environtakspaces. experts make sense of the data they must analyhey use
In essence, these computational models consistabiniques a variety of spatially and visually oriented tecjues to
for representing spatial information and methodsafoplying identify anatomical structures in the scans thegngre. As
this information when choosing to take actionsg likoving it happens, many of these techniques can be adaptsive
through a space. Reviewing this work led us tosmmer the as the foundation for our novel computer-based réngn
possibility of modeling the types of spatial knodde and system. A few such techniques are highlightedveel&or a
actions necessary to perform an ultrasound examgether, full discussion of the topic, the reader shoulderefo the
the object identification techniques used in ulitawl and relevant section in [8].

previous work on autonomous navigation provided the

motivation for the underlying techniques used ingystem.  \When examining some anatomical regions, sonography
experts use a particular structure, or collectibstrouctures,
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as a type of map or guide with which they can driesf images of the heart's component structures. tfiis
themselves to a particular patient's anatomy. @#lye one context, a window is a region on the body in whih
chooses a guide structure based on its consistafcyultrasound probe can be placed to get an image of a
appearance and location from one patient to an@théron its particular structure. Since ultrasound waves capapetrate
ease of visual identification in sonographic image$or bone or air-filled spaces, an echocardiographert rfind
example, when examining the abdomen, sonographféea cscanning positions in which the ribs and lungs dbbiock
use the portal venous system as a guide. In tég,cthe the heart from view.) These scanning sequenceas toel
structure consists of a network of blood vessels tietains ensure that the ultrasound user does not miss mgaany
essentially the same topography in most patielmsltrasound important structures. They also provide the examinith
scan images like the one in figure 2, the tubesdbapose the yet another source of expectations. A scanningiesezg
portal venous system show up as clear black regemshey essentially defines an order in which one can expec
are relatively easy to pick out. encounter various anatomical structures, so anrexpeld
view a recording of an exam conducted by someaose ahd
still be able to interpret the resulting image ssume.

Ultrasound images, like the one shown in figureoften
seem to include extremely complex shapes. Howemany
complex anatomical structures can be approximatgd b
collections of simple shapes that make deciphesngh
images easier. For example, Weyman suggests aesimp
approximation of the heart that consists of cylisdspheres,

a tetrahedron, and a pear.[9] Each one of thegetsthas a
limited set of possible cross-sectional images et be
generated by intersecting the object with a scanepl For
example, figure 3 shows the different cross sestpossible
for a cylinder and a sphere. An ultrasound user learn
these simple cross sections and the approximate imeael
and then use all of this information to interprétrasound
scans of the heart. Knowing the simple shapespedt in a
particular view of the heart gives one a basis drickv to

pick out and identify the more complex shapes mpesea
Figure2 Ultrasound scan of a section of the portal versys¢eem. real scan.
Elements of the PVS are highlighted with colorextargles.

Echographers use a guide structure to match tmeiwledge

of standard anatomy to the patient at hand. Bglirfigp and
examining such a structure, an ultrasound userdesgrmine

the configurations of other harder-to-identify stures whose
positions can be found relative to the guide stmgct This
concept brings to light an obvious, but importapgint.
Sonography experts approach each new exam with
expectations as to what they will see. They havierp
knowledge of and experience with the anatomy to be
examined, and they use this information to interpreat they
see during an exam. In the case of guide strustutee (@)
structure helps to orient a general mental reptasien to fit a
specific situation.

Ultrasound users also impose an ordering on magigsaphic
exams to further aid in image interpretation. Insmexams
scans are usually collected in the same orderdoh @atient.
The examiner places the ultrasound probe in specifi
locations on a patient’s body and sweeps the proparticular
directions. For example, an exam of the abdomermergdy
begins on the right side of the body with the prabiented
parallel to the long axis of the body. The examsweeps the
probe to the left until the entire abdomen has beamined
and then places the probe at the bottom of the mbdoand
sweeps in the direction of the head. In echocgrdjhic
exams, the probe is moved from one sonographic amintd
another in a specific sequence in order to coemdmplete set
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representation of the patient's PVS.

The system hardware consists of a portable ultrasdevice
whose image output is fed to a standard pc runbingx. A

six-degree of freedom optical motion tracker tracke

position and orientation of both the ultrasoundbgrand the
patient's body. Figure 4 shows the prototype syste

(b)

Figure3 The possible cross-sectional shapes generatedttiyg (a)
a sphere and (b) a cylinder

Figure4 The components of the prototype computer-based

Human sonography experts spend years perfecting the scanning system.

abilities to use the techniques described aboweh &xpertise
will always be necessary to interpret complex arnghliz

unusual cases, but similar techniques can be atl&ptEiow a
computer-based system to interpret ultrasound exations
and assist non-experts in using ultrasound devicagr semi-
automated  computer-based  scanning  system de%@?
incorporates many of these object identificatiorprapches.t
For instance, the system stores an internal repi@sen of a

guide structure approximated by simple objects asés

knowledge of the scanning order to organize itsresto
information. The scanner also incorporates knogdedf the

expected locations of various structures into Xsne strategy
and identifies some structures based on their edpa?
relationships to other structures.

From a high-level perspective, the system softvgurerates
as follows. The program first creates an initggnesentation
of the standard anatomy for the region it will exaen This

ess occurs off-line and need only happen orizering

orientation phase of an examination, the proguses
image processing techniques to isolate and clask#ypes in
an input scan image, and then it uses its storedvieage

representation to identify the anatomical compongait

relates to each shape in the image. After thentaii®on

phase, the system uses a registered 3D model gqfatient-

pecific anatomy to label structures in scan images

The subsections that follow cover the details o& th

knowledge representation used in the system. $tibset.2
|Ointroduces the concepts of view descriptions and \iews
and describes how they can be used to represettnginal
knowledge in a flexible and extendable manner. s8aton
4.3 details the approach used to allow the systenedrn
simple anatomical variations. Finally, the lasbsection
describes the techniques used to construct 3D mafea
patient's anatomy and to label 2D ultrasound imadj&ing
an examination.

The prototype we have constructed focuses on mggigt
examinations of the upper abdomen. As mentioneul/eg
such an examination generally proceeds from rigHeft and
from feet to head across the abdomen. In addisionpgraphy
experts often use the portal venous system as de giai
examining the region. Our system uses the sarategtes.

4- Abdominal Scanning System

4.1 — Overview 4.2 - View Descriptions and Key Views
In order to relieve the user of some of the buraén
recognizing structures during an ultrasound exatre t
computer-based scanner must maintain some sort of
representation of the anatomy being examined. As
mentioned in section 3, human beings approach an
ultrasound examination with at least some concéptitat
they might see during the examination. Based amitrg

and past experience, they have a set of expectafiborhow
anatomical structures will appear in scans. Fovicas,
these expectations might be based entirely on their

Our prototype ultrasound scanning assistant guialesser
through an initial ultrasound examination of a eatis
abdomen and uses the information acquired durieggam to
identify anatomical structures for the user dursubsequent
free scans. After orienting itself to the patieat®tomy during
the initial directed scanning phase, the program lahel the
elements of the portal venous system, or PVS, aheéro
structures as they appear in the ultrasound imagegiuser-
directed scanning. The program can also generateigh 3D

Paper Number 26 -4- Copyright Virtual Concept



Virtual Concept 2005

Semi-Automated Ultrasound Interpretation System

knowledge of the standard configuration of the amgt to be
examined. In this case, patient-specific variaidrom the
standard anatomy could easily lead to misidentifica of
structures. More experienced sonography expeftslaie the
ability to incorporate variations into their

scanning system must make use of a representatizeme
that gives it some of this same flexibility.

mental
representations of anatomical structures. The ctenfbased

input view
cantains 4 shapes:

shape 0 is an oval
helow and right of shape 1
helow and right of shape 2
helow and right of shape 3

shage 1is a circle
above and left.of shape 0
helow and left of shape 2
helow and same x as shape 3

shage 2 13 an oval
above and left of shape 0
ahove and right of shape 1
helow and right of shape 3

shage 3 is an oval
apave and left of shape 0
above and same ¥ as shape 1
above and left of shape 2

The scanning system design uses a scheme that &tems
advice given to almost every new sonography student
Instructors frequently tell their students to foadsring an
exam on what they see on the ultrasound scredrgrrdtan on

the patient’s body or on their own scanning hamdisition in The key view sequence describes the configuratfothe

space. One could interpret this advice as anatidic that one standard anatomy by identifying the essential corepts of
should concentrate primarily on understanding th&t@my as ine scan images one would expect to encounter as on

it appears in 2D cross-sectional images, as oppdsedherforms an exam of the anatomical region of irser&ach

Figure5 Sample view description.

worrying about exact positioning in 3D space. Thenputer-
based scanning system reflects this advice by septig
learned anatomy as an ordered sequence of key.views

As discussed in section 3, many ultrasound examsepd
according to a clearly defined scanning order. és@mple, in
the abdominal exam on which the prototype systeoudes,
scans are normally collected from right to left drain feet to
head across a patient's abdomen.
sequence of key views in this order.

key view marks a point in the scan sequence at twhic
something changes in the ultrasound scan imagetheof
standard anatomy. These changes include the apmear
and disappearance of shapes in the 2D image aldthg w
changes in the type of a shape, like a change &aincle to

an ellipse. A new key view can also be generatednthe
2D spatial relationships between shapes in the goage
change.

The system swres

The use of text-based view descriptions providearaber of

Paper Number 26

advantages over using images or 3D models. Fdtarios,
The key views stand as the core of the programviedge the view descriptions eliminate metrical informaticso a
representation. They are stored not as imagesabutext single description can be used for many patieffthe text
descriptions of the contents of a scan. A viewcdpson lists descriptions also retain the essential topologiektionships
the simple shapes contained within the view andir theetween structures that are key to successfullptifging
associated anatomical structures, and it identifie2D spatial them. In addition, by storing an ordered sequesfckey
relationships between all of these shapes. Figushows a view descriptions, the program essentially mairgtaia
variety of examples of view descriptions. For teke of representation of the three dimensional structurethe
clarity, the spatial relationships in the figuree disted as anatomy being examined. The order of the key vigives
above/below and right/left. However, for each shahe this added dimension by ensuring that each 2D slicers at
system actually stores a bearing angle toward et shape some predefined point in the sequence.
in the view. Thus, a shape A that is directly ab@nother
shape B would have a bearing of O degrees fromeslap gefore it can be used to examine a patient, thepceen-
These bearings allow the system to define spatlationships pggeq scanning system must be loaded with a key vie
accurately. sequence for the anatomical region to be examined.
human expert can generate this sequence by hasanipyy
writing a list of view descriptions for the key esasectional
views encountered during an exam. However, if egen
simple 3D computer graphics model of the relevéamdard
anatomy exists or can be created, then the program
generate a sequence of key views automaticallye process
consists of performing a virtual ultrasound examthad 3D
model. In order to perform the exam, the programmstm
know how to move the ultrasound probe to acquire th
proper sequence of scan images. In a case likebith@minal
exam used in the prototype system, the scanningefdtoe
can be easily translated into straightforward ungtons. For
example, to scan a virtual model of the portal wesngystem,
the program positions the probe on the far righthef space
with the scan plane parallel to the long axis @& body and
then translates the probe to the left. In otheesalike an
examination of the heart, the probe motions necgsta
generate the desired sequence can be somewhat more
difficult to translate into transformation instrigts, so the

sh;pe‘\l)

Copyright Virtual Concept



Virtual Concept 2005 Semi-Automated Ultrasound Interpretation System

program can also read in recorded probe motionghi$ case, above, the program stores the current view desanigts the

a human expert moves a tracked virtual probe thr@mgexam next key view in the ordered key view sequence.ceOihe

of the 3D model, and the program uses the recoptete virtual exam has come to an end, a human expertesaew

motion to control its own exam. the generated key view sequence and add or remeve v
descriptions if desired.

Once the program knows how to move the virtualastiund

probe to generate the desired scan sequence, begin the With a key view sequence in place, the scannintesysan
process of generating key views. During the exdhe be used to examine patients. In essence, a reah ex
program moves the virtual probe incrementally tigtothe proceeds very much like the virtual exam used toeggte
desired motion sequence. The size of the increahembtion key views. However, in a real exam the input sczose
can be adjusted to ensure an adequate level ofaaycuAfter not from intersections with a virtual model butrfraa real
each move, the program computes the intersectiorthef ultrasound machine. The system generates a view
scanning plane with the 3D model and generates mn2De of description for an input image and compares thidgtion
this intersection. Figure 6 shows an example ofrebe to the expected key views in order to determine the
position and the related cross-sectional image rgége during anatomical structures that relate to the shapeheéninput
key view creation for the abdominal scanner. Oiichas image. An image processing module segments ogettar
created a scan image, the program uses image-pinogeshapes in the input scan images and associates \ligim
techniques to determine the types of all of thesBBpes in thesimple shapes. The current shape recognition csds a
image. When computing the intersection of the spkame principal component analysis-based technique to pawen
with the 3D model, for each shape in the resultmgge, the input shapes to a training set.[10,11] The proggasses
program stores the identity of the 3D structure idnich the each input shape in turn to the recognition codéchvh
shape is a cross section. Thus, the program Hasheal outputs the simple shape that most closely matitteesput.
information it needs to generate a view description Details of the image processing techniques usedhan
prototype can be found in [8]. As will be descdbi
subsection 4.4, once the ordered exam has beenletechp
the system also has enough information to helpues to
identify structures in arbitrary scans taken frony &antage
nfer ior Vena Cava point in the region of interest.

planic Vein

upet ior Mesenter ic Ve
ein

Partal W

terior Rt, ! . . . .
epatic Vein The key view sequence also provides another impbrta

benefit. By representing the standard anatomynasr@ered

sequence of views, the program can easily add g0 it
Barial b knowledge by including multiple options for differteviews
in the sequence in order to deal with anatomicaiatians
that alter some of the spatial relationships thatinarily
remain consistent from patient to patient. Thecess of
adapting to variations is examined at length in trext
subsection.

osterior Rt

4.3 - Learning New Anatomical Variations

No two human beings have identical anatomies. Even
structures, like the portal venous system, that aiem
relatively consistent from patient to patient ddant vary to
some degree on occasion. The flexibility impartey
abstracting away much of the metrical informatisaaxiated
with a representation of the standard version efahatomy
to be examined allows the scanning system to remudinst
in the face of simple variations from the standartbwever,
larger variations that alter some of the key spatia
relationships between components of the standauttste
would lead to identification failures if the systemere not
able to adapt to new situations. The scanningeBysises a
Figure6 Part (a) shows the probe position, indicatecheyred ~ collection of simple techniques to update its amétal
outline with a blue arrow on top, that generates2b cross-sectional knowledge as it performs exams. As it encountargtions,
image shown in (b) it incorporates them into its representation of thtevant
anatomy and it becomes more adept at success@adhnsig
After creating a view description, the program miestermine subsequent patients.
whether or not it should generate a new key viesetan the
current scan.  The system compares the current VRther than storing key views as a simple linegusece,

description to the most recently generated key vigye scanning system actually stores them as a trsfeer
description. If the two differ in any of the waysentioned
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performing the initial virtual scan of a 3D modef the
relevant anatomy, the tree does in fact look likdirgear
sequence with only one transition leading out freemch node.
Figure 7 shows a simple initial key view sequenthe system
could then begin running on patients. Howevemnfexpert
user knows of some common anatomical variations dbald
be encountered during an exam, then the experiaddnkey
view options to the tree to describe these variatio During
normal operation, the system incorporates these \kew
options into its exam by searching when appropfieteall of
the possible key view options present at its curkecation in
the tree.

input wiess
contains 2 shapes:
shape 0 is a circle
helow and right of shape 1
shage 105 a circle
apove and left of shape 0

input wiew
containg 3 shapes:

shage 0is an oval
above and right of shape 1
helowr and right of shape 2

shape 1 is a circle
helove and left of shape 0
helow and right of shape 2

shage 2 is a circle
above and left of shape 0
ahove and left of shape 1

input wiew
containg 3 shapes:

shal;j]e 0is an oval
above and left of shape 1
helow and right of shape 2

shape 1 is a circle
helow and right of shape 0
helow and right of shape 2

shaEe 2 ig a circle
above and left of shape 0
ahove and left of shape 1

input wiew
containg 3 shapes:

shape 0 i5 an oval
helow and left of shape 1
helow and right of shape 2

shage 1 is an oval
apove and right of shape 0
helow and right of shape 2

shage 2 ig acircle
apoye and left of shape 0
above and left of shape 1

input wiew
containg £ shapes:
shape 0 i5 an oval
below and left of shape 1
shaﬁe 1 is acircle
apove and right of shape 0

input view
containg 3 shapes:

shape 0 i a rectangle
same y and right of shape 1
helow and same = as shape 2

shape 1 is an oval
same v and left of shape 0
helow and left of shape 2

shaEe 2 i3 acircle
above and same x as shape 0
above and right of shape 1

input wiew
containg 1 shapes:
shape 0 is a circle

input wiemy
contains 2 shapes:
shage 0 is an oval
above and left of shape 1
shape 1 is a circle
helow and right of shape 0

Figure7 A sequence of key views generated for the 3D inode
shown in Figure 6.

The scanning program can also create key view oo its
own if it has access to 3D models of the relevarat@my
that include structural variations on the standard
configuration. In this case, the program can seach
alternative 3D model in turn and add the key vigvtians
necessary to correctly describe the structure th emse.
For instance, figure 8 shows a 3D anatomical modiehe
same structure shown in figure 6. In this caseugh, the
structure differs somewhat from the one shownguri 7 in
that the upper tube section is completely above ldher
section, so the two tubes that are intersectedéystanning
plane in figure 6 do not surround the lower tubgnsent in
the model in figure 8. Instead, they are both abtwe
segment. The initial exam of the new 3D model peats as
shown with the first key view matching as expected.
However, at scan 2 the program encounters an uoggpe
view that does not match the current key view erribxt one

in the key view sequence. The program stores the v
description of the unexpected view as a secondl dfilthe
previously matched key view. After finding the nevew,
the program adds all subsequent views as new leaysvihat
descend from the first unknown. Figure 9 shows kag
view tree after adding the necessary options td wih the
model from figure 8. During an exam, either realiotual,
when the system matches a key view that has niltipl
children, it compares each new input to all of tfeld
options until it matches the next appropriate kieyw

Figure8 A variation on the object shown in figure 6. this case
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the upper structure is completely above the lowectire.

input Yiew
cantains 3 shapes:
shape 0 is an oval
helow and right of shape 1
helow and right of shape 2
shaEe 1105 a circle
abaove and left of shape 0
helow and right of shape 2
shaEe 2 is acircle
above and left of shape 0
above and left of shape 1

@

(b)

Figure9 (a) The new second key view (K9) describingrtialel
shown in figure 8 (b) The same key view tree fifigare 7 with
extra options added to reflect the variation shawfigure 8. Key

views 9 and 10 are new. Key views 11 — 15 matghviews 4 — 8.

The system not only learns key view options from rBbBdels
of anatomical variations, but can also use a smsliaple
procedure to learn new variations dynamically dyran real
exam.
during normal operation, the view is added to tbg kiew tree
as an option under the previously matched key viewhe
system compares the number of shapes in the newtwi¢he
number present in the last matched key view. dfriaw view
has the same number of shapes as does the lash kriew,

match known key views based on the assumption theat
patient’'s anatomy should not vary too greatly frenown
configurations. When the system finds a matchieyg \kew,
it tries to propagate the structure identificatiamghis view
back through any preceding unknown views in theesaay
as was described above for forward propagationweier,
if the system has encountered a number of unexpecters
in a row, and the shape counts change during theesee of
unknown views, then it will not be possible to itignthe
structures in every new view. In this case, aneexpould
need to examine the scan sequence and identifyourkn
structures. Whenever the program encounters axpeoted
view, it alerts the user and flags all subsequéetvy as
uncertain even if structure identifications haverb@osited.
When automatic structure identification fails, theogram
warns the user that it has encountered not onlyxpewed
but unidentifiable scans and directs the user tapitete the
guided scanning phase and then terminate the eXamany
case in which the program finds unexpected scansxpert
should be consulted to verify the program’s idécdiions
for structures in the new scans. The system dlswva a
user to back out any options added to the key \iemg
during a real exam in order to avoid including éals
information in the tree. However, if the prograwrrectly
identifies structures in new key views, then it eae these
new views to recognize similar variations in futesems.

As mentioned above, the scanning system could face
situation in which it must process multiple unknowiews
consecutively. The program still tries to find atch to a
known key view, but it must also maintain some eeafsthe
original sequence or risk making incorrect matchésach
key view can be identified not only by its contebtt also
by its position in the overall sequence. Two keyws might
contain the same simple shapes
configuration, but the structures associated withghapes in

When the program encounters an unexpectasd @ach image might be different. The views are delied by

their different positions in the key view sequencé&hus,
even if it encounters a string of unexpected keywei the
program must advance through the tree of key viasvshe
exam progresses in order to avoid matching a kew ¥hat
might contain the same shapes as the input buttameur

in the same spatial

then the system uses an assumption of cohereneeedsetin the region currently being scanned. In ordemiintain
adjacent scans to posit an identification of thetamical the proper scan sequence, each key view includesation
structures that relate to each of the shapes ingheview. For indicating the 3D region in which it was matched tive
each shape in the new view, the program assodtatéth the training model. The program scales and positidrese
structure that generated the shape in the previmus that is regions based on tracked markers placed on thenpati
closest to the current shape in the scan image. body and on the locations of any successfully nedckey

views. When it encounters a sequence of unknowwsyi

If the new, unexpected view contains a differenmbar of (e Program uses the regions assigned to key viewsow

shapes than does the last known view, then steicifff€n to move on from searching for one set of vidws
identification becomes more complex. The systemnoa S€arching for a subsequent set in order to tryidk pp the
simply propagate the structure identities from fevious thread of recognition, as it were. Of course, @sitioned in

view, because at least one structure has just eggbem or Previous sections, general metrical information do
disappeared from the view. The program must d oriously unreliable when translated to a spegi@atient,

identification until it can find a known view latém the exam PUt the system treats the key view regions as beirly
sequence. approximations and allows neighboring regions tertap at

the transition boundaries. In addition, the regiamne only

) used when no other information is available to it an
Whether or not the shape count for the unexpecied Vaxam

matches that of the last known view, after addiregrtew view
to the key view tree, the program proceeds to naetirying to

Paper Number 26 Copyright Virtual Concept



Virtual Concept 2005 Semi-Automated Ultrasound Interpretation System

4.4 - Building 3D Models and Labeling intersection of the scanning plane with the patsgcific

- L 3D model. The intersection produces a virtual scaage
After guiding the user through an ordered examimaf a theH shows a oross section of the 3D model. Sihee

_patlents_ apdomen, the pro_totype system _has e.nOlrj)gogram stores the names of the anatomical stestur
information to label anatomical structures in adyy

ultrasound scans of the region. The initial exaseeatially represented by the various components of the 3Dematd

serves to translate the program’s general backgro§ﬁ2 grsmltn ttf;](z 3%&2}022; nz_arrE:s rr;eﬁ;:) ;C:rlm?aé
knowledge of the expected anatomy into a form tefiects on t?) of the real ultrasouﬁd ima IOe egnd attachesiatbels%o
the specific details of the patient being examingdnce the P 9

system has this patient-specific information, teerwcan freely the rzzi?r? ::e smthfahe a\t/izt#t;’isl ;ﬁ:?c;m TZ‘; tshlgjpolitligmr[:()de
explore the anatomical region and concentrate ony &app P Y,

structures that might be relevant for the particalegnostic \;Isttslglliafg:nre:?as%(z ::(ijn ttr;]uesatcrlﬁallasbczll? iri!%r;:gwl?tgg
situation. For example, the user might be intecgtrimarily p '

; . o the 3D model does not align perfectly with the ra@htomy,
::f?heée;ggg'rggr:he damage done by a gunshot teaifippart so the labels do not sit at the exact centers efstiapes to

which they refer. However, they align well enoubht the
user can easily recognize which shapes are beingleld

The program represents its patient-specific knogdedy Thjs js in fact an important strength of the scagrsystem.

generating a simple approximate 3D model of thetd® |t goes not need to construct extremely accuragistered

being examined. For instance, in the case of Hworinal (oconstructions of a patient’s anatomy in ordepravide the
scanning prototype, the system creates a simpleehwdhe e with the benefits of its stored anatomicaikedge.
portal venous system. The patient-specific 3D rhade

generated based on a combination of the input desen and

the anatomical knowledge stored in the system’svkey tree. g_ pasults

For each input image, the program first finds tinepte shapes

in the image. It then finds a matching key vievd arses this Figure 11 shows four labeled frames from an ultaso
view to identify the anatomical structures whosesersections €xamination of a subject's abdomen. The labelsewer
are the shapes in the image. The program alsesstbe 3D generated in real time by our system. The recesnigidicate
position and orientation of each simple shape alaith the the simple shapes found in the images.

related anatomical structure for each one. Siheeslystem

tracks the ultrasound probe during the exam, tiogram can In order to examine the impact of our system on-experts’
determine the approximate 3D locations of the shdpethe performances on representative ultrasound tasks have
image based on the dimensions of the image. lerdodcreate conducted a small pilot user study. In the stwdg, asked
an approximate 3D model of the patient's anatonhe farticipants to find tumors in ultrasound scans af
program uses the simple shapes as cross section8Dfo abdomen and to identify the component of the paraous
objects and stitches together adjacent shapes .inFgure 10 system nearest to each tumor. We used an image
demonstrates the process for a small number ofscBy the manipulation program to create virtual tumors inrmal
end of the guided exam, the program has creatémi@les3D ultrasound scans by adding bright, blurred circudgyions to
model in which all of the components are correaintified. the images.

The model also lines up with the patient’s body amatches The experiment consisted of two groups. Partidipamthe
the patient’s anatomy. control group viewed standard ultrasound imagesilewh
those in the experimental group viewed the samgésidut
with labels generated by our system for some comipisnof
the portal venous system. Results from the stadjcate
that our system helps participants to accompligh tdsk
more quickly and more accurately than without label
Based on these results, we plan to conduct a latgdy.

Anterior Rt Portal

tefior AL F‘M
o o
Right C BN L
& “}r -
-

positions and orientations of scans. o

Figure10 3D patient-specific model constructed by stitghin
together adjacent cross sections. Rectanglesairedibe

When the user begins to scan freely, the prograes tise
tracking data for the ultrasound probe to compute t
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Figure 11. Sample images from an assisted ultrasound
examination.

6- Conclusion

The design concepts used in the prototype can tended to
create systems that operate in other anatomicaingg Along
this line, we plan to extend the prototype to waith scans of
the heart. This will require improvements to thmeage-
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processing component of the system, but the urdgrly
framework for knowledge representation will remain

unchanged. In addition, we intend to optimise kbg view
tree construction and traversal processes, and reealso
exploring the possibility of using the scanningteys to create
a searchable, indexed library of ultrasound scans.
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