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Figure 1: Examples of expressions matched across recordings of multiple actors (left) and an example of a facial rig posed by our method to
match a recorded expression (right).

Abstract
Facial performance capture is the process of automatically animating a digital face according to a captured performance of
an actor. Recent developments in this area have focused on high-quality results using expensive head-scanning equipment and
camera rigs. These methods produce impressive animations that accurately capture subtle details in an actor’s performance.
However, these methods are accessible only to content creators with relatively large budgets. Current methods using inexpensive
recording equipment generally produce lower quality output that is unsuitable for many applications. In this paper, we present
a facial performance capture method that does not require facial scans and instead animates an artist-created model using
standard blendshapes. Furthermore, our method gives artists high-level control over animations through a workflow similar to
existing commercial solutions. Given a recording, our approach matches keyframes of the video with corresponding expressions
from an animated library of poses. A Gaussian process model then computes the full animation by interpolating from the set of
matched keyframes. Our expression-matching method computes a low-dimensional latent code from an image that represents
a facial expression while factoring out the facial identity. Images depicting similar facial expressions are identified by their
proximity in the latent space. In our results, we demonstrate the fidelity of our expression-matching method. We also compare
animations generated with our approach to animations generated with commercially available software.

CCS Concepts
• Computing methodologies → Animation; Neural networks;

1. Introduction

Facial performances are a key component of character animation
where the expressiveness of the animation as well as the timing are
both crucial for a sense of realism. Unfortunately, capturing high
quality facial animations can be a time-consuming and expensive

process. For animated film, the highest-quality solution typically
involves animating a character’s face by hand, giving the artist full
control over the appearance and timing of a facial performance.
Although every aspect of the performance is directable, a skilled
artist might only produce a few seconds of animation per week.

© 2022 The Author(s)
Computer Graphics Forum © 2022 The Eurographics Association and John
Wiley & Sons Ltd. Published by John Wiley & Sons Ltd.

https://orcid.org/0000-0001-7228-1823
https://orcid.org/0000-0002-5249-5135
https://orcid.org/0000-0002-2321-2650
https://orcid.org/0000-0001-9513-0542


S. W. Bailey, J. Riviere, M. Mikkelsen, J. F. O’Brien / Monocular Facial Performance Capture Via Deep Expression Matching

For live action films, visual effects artists typically rely on highly
detailed, actor-specific head scans acquired from sophisticated cap-
ture rigs consisting of large arrays of carefully calibrated cameras,
such as the Light Stage [DHT∗00] or the Medusa Facial Cap-
ture System [BHB∗11]. Recently, data-driven approaches have
been introduced that produce similar high-quality results for actors
wearing head-mounted cameras [MHR17]. Additional work has al-
lowed for facial performance capture to transfer an actor’s perfor-
mance onto a facial rig whose appearance does not match the ac-
tor’s [HMB∗18]. Although the resulting facial animations are often
impressive, these methods are resource and time intensive, which
limits their use to high-end productions such as feature films or
high-budget video games. Lower budget productions have fewer
options for generating facial animation, and there is often a notice-
able difference in the animation quality.

Our work aims to improve the fidelity of facial performance cap-
ture methods while using inexpensive equipment. Additionally, we
design our animation system to give artists control over the facial
animation while maintaining a familiar context similar to exist-
ing facial performance capture tools. Our method does not require
multi-camera facial capture systems or high-resolution scans. In-
stead, we rely on an artist-modeled blendshape facial rig, a set of
manually posed expressions on the rig, and a set of recordings cap-
tured with an inexpensive helmet-mounted camera, thus bringing
the cost to a fraction of that of high-end capture systems.

Our facial performance capture method operates in several
stages. Our system first detects the face in a video frame, crops
that part of the image, resizes it, and separates the face from the
background. Next, a landmark detector processes the isolated face
image to represent the expression as a sparse set of points. The
landmarks are then passed to an expression-matching model which
encodes these points into a low-dimensional latent space where fa-
cial expressions and identity are disentangled.

The user then selects keyframes from the recording. For each
selected keyframe, our expression-matching model compares the
facial landmark points to a set of landmark points detected on ren-
dered images of the facial rig in latent space to find potential match-
ing expressions with known rig controls that match the keyframes
selected by the user. The user subsequently matches recorded ex-
pressions to rendered expressions and finally, the rig parameters
from these matched expressions are interpolated across all frames
of the recording to generate an animation.

Our contributions include a landmark detector designed specif-
ically for encoding facial expressions, an expression-matching
method that relies on these landmarks, and a user-guided method
for generating facial animations given a set of matched expressions.
For the landmark detector, we modify the first order motion model
of Siarohin et al. [SLT∗19] and use the landmark detector that is
trained as a by-product. Our expression-matching model is imple-
mented as an encoder-decoder neural network, and expressions are
matched by computing distances from the model’s latent codes.

We evaluate our approach on recordings of actors and artist-
sculpted blendshape rigs and compare our results with other com-
mercially available facial performance capture methods. We train
the landmark detector with a set of facial recordings captured from

a helmet-mounted camera and demonstrate that our method suc-
cessfully generalizes to new actors and performances.

Our method uses a similar workflow to what artists are familiar
with yet does not require the same level of technical skill to pro-
duce facial animations from a recording. With our system, a user
picks keyframes from a recording and selects poses on a character
rig that match the keyframes, similar to the process an artist would
use with conventional animation software. In addition, the user can
easily edit and refine an animation by adjusting selected keyframes
and posed character expressions. The primary requirement of our
system is an existing set of animation for the facial rig used for
facial performance capture. An animator would need to create this
data once for training our model. If animation data already exists
for a character rig such as a pose library, which is commonly cre-
ated as part of a character in animation studios, then that pose data
could be used for training instead.

2. Related Work

A common approach for facial performance capture is first to fit
a parametric model to an image of the actor’s face and then to
match the expression in the recorded face by finding the optimal
rig parameters that minimize some objective function on the image.
These approaches start with a parametric facial model, typically
a morphable model [BV99, BRP∗18], which solves the undercon-
strained problem of estimating facial geometry given a static image
of a head. This type of parametric model can be created by scanning
several hundred heads and then correlating their geometric differ-
ences through Principal Component Analysis (PCA). FaceWare-
house [CWZ∗14] extends the morphable model into a multi-linear
model by also including a statistical model of facial expressions.
Once a 3D model has been fit to the actor’s head, using for example
the method of [MD19], the rig parameters are updated according to
the displacement of image features from frame to frame by solving
an optimization problem [LWP10, WBLP11, LYYB13, BWP13].
We refer the reader to the survey of Zollhöfer et al. [ZTG∗18] for
a thorough review of current approaches for monocular facial per-
formance capture.

Recently, deep learning methods have helped improve results
in facial reconstruction and performance capture. Deep video por-
traits [KGT∗18] transfers the facial performance of an actor onto
a target face by fitting a morphable model to the recordings and
then applying deep learning models to synthesize a photorealistic
image from a rasterized version of the facial model. Other meth-
ods [THMM17, TZK∗17] train deep learning models to regress
parameters of a morphable model given input images or video.
In contrast, Laine et al . [LKA∗17] use a neural network to out-
put vertex positions of a facial model and avoid using an ex-
plicit morphable model. They collect data from high-quality fa-
cial scans for use during model training. Similarly, the codec
avatar [LSSS18,WSS∗19,SWW∗20] generates facial geometry and
view-dependent textures from a set of input videos. Unlike these
previous approaches, our method instead generates an animation
by matching expressions of a recorded actor with corresponding
pre-made expressions on a facial rig in image space.

Style transfer is a key component of our method and can be
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Figure 2: Visualization of our facial performance capture pipeline. First, the input passes through a shifted landmark detector (Sec. 5.4)
that outputs landmark points that are statistically similar to the landmarks from our training dataset. Next, the expression encoder computes
latent codes from these computed landmark points. Afterwards, keyframes and matching expressions are identified through a user-guided
process. Finally our system generates an animation by interpolating between the keyframes.

loosely defined as rendering the content of one image in the
style of another. Gatys et al . [GEB16] introduced an iterative
method for style transfer by optimizing correlations between fea-
tures from intermediate layers in pretrained Convolutional Neu-
ral Networks (CNN). Subsequent work replaced the iterative op-
timization step with deep learning models to allow for real-time
style transfer [JAFF16, ULVL16, UVL16]. Other work includes
pix2pix [IZZE17], which proposes a solution to the image-to-image
translation problem with paired training data. CycleGAN [ZPIE17]
addresses the same image-to-image translation problem but works
in an unsupervised setting. StarGAN [CCK∗17] addresses the
multi-domain problem by utilizing pre-defined labels for images
across many different style domains. More recently, StarGAN
v2 [CUYH20] replaces the domain labels from StarGAN with style
codes that are learned during model training. In the context of digi-
tal humans, StyleGAN [KLA19] can synthesize realistic facial im-
ages from randomly generated latent vectors. However, because the
model is a GAN, users typically have no direct control over the im-
ages generated by the model.

Additional research has addressed style transfer specifically for
digital portraits of humans. These approaches generate facial im-
ages through image processing alone and do not rely on geomet-
ric priors such as a morphable model. X2Face [WKZ18] develops
an encoder-decoder network to learn a latent code for facial im-
ages. Similarly, DR-GAN [TYL17] learns latent codes that sep-
arate facial variations such as expression from a person’s iden-
tity. Other work [ZSBL19] synthesizes novel facial images given a
source photo and the landmark positions of the target pose. Cario-
GAN [CLY18] synthesizes caricature images through a style trans-
fer component and a geometric component, which warps the style-
transferred image based on exaggerated movement of facial land-
marks.

Closer to our work, Moser et al . [MCW∗21] recently proposed a
two-step process for facial performance capture. The first step uti-
lizes style transfer to match a recorded actor and rendered model in
image space, and the second step regresses rig parameters from the
style transferred image. Similarly, our method relies on style trans-

fer to copy facial expressions across different identities. However,
we use style transfer to generate training data and instead rely on
facial landmarks to match expressions for animation synthesis.

For the style transfer component of our method, we use the first
order motion model of Siarohin et al. [SLT∗19]. This approach
detects motion between pairs of images through an unsupervised
landmark detector. An image generator then uses the motion to
warp image features in order to synthesize a new image of some
target style with the driving motion from an image pair. We found
this approach works well with our method because it preserves the
appearance of the facial geometry during style transfer.

Another key component of our method is facial expression
matching. Recently, methods have been developed that use deep
learning techniques for facial expression recognition [LD20].
These types of approaches use a dataset of images labeled with one
of several basic emotional expressions. They then train a classifier
model to identify the expression depicted in input images. Instead
of building a classifier model, Vemulapalli and Agarwala [VA19]
propose a method to embed images in a low-dimensional space
based on facial expression similarity. Our expression matching
scheme is most similar to this approach but does not require a
manually labeled dataset of emotional expressions depicted in pho-
tographs.

3. Overview

Our facial performance capture method consists of two primary
components: a style transfer model along with a landmark detector
and a facial expression matching model. The style transfer model
generates training data for the expression matching model by syn-
thesizing images of different facial identities with similar expres-
sions. The landmark detector is a byproduct of the style transfer
model which encodes images as a sparse set of points used as in-
puts to the expression matching model. We implement this expres-
sion matching model as an encoder, which represents expressions
as latent codes and maps similar facial expressions to the same re-
gion in the latent space.
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After a video has been processed into latent codes through the
expression encoder, our facial performance capture method gener-
ates an animation through a user-guided process. During this pro-
cess, the user is asked to select keyframes throughout a recorded
video. For each keyframe (typically 1 per second of footage in our
experiments), the user selects the best-matching facial expression
from a small number of poses proposed by the expression match-
ing model. The proposed expressions correspond to artist-created
poses on a character rig. We finally interpolate poses between the
keyframes on the facial rig to generate the output animation. Fig-
ure 2 shows the pipeline of our method.

4. Style Transfer

4.1. Style Transfer Model

We derive our style transfer approach from the first order motion
model [SLT∗19], which transfers motion from a video sequence
onto a separate subject. The model consists of three components:
an unsupervised landmark detector, an optical flow field generator,
and an image generator. Our primary changes to this model are in
the loss function used for training, with a focus on the landmark
detector component.

We optimize the model parameters using the perceptual loss as
well as the equivariance constraint proposed by the authors of the
first order model. Additionally, we introduce a landmark distance
loss (Ldist ), a background-deterring loss (Lbg), and a regularization
term (Lreg) to promote a better distribution of landmarks across the
face. Figure 3 shows a comparison of landmarks points detected by
models trained with and without these additional loss terms. During
training, the model learns to reconstruct the same images provided
as input. Given a driving image Vd and the reconstructed image V̂d
generated by the first order model, the full loss function is

L(Vd , V̂d) =Lpercep(Vd , V̂d)+Lequi(Vd)+

Ldist(Vd)+Lbg(Vd)+Lreg(Vd).
(1)

For the landmark detector, to generate k landmark coordinates,
the model first produces one heatmap for each landmark. Next, a
softmax operation limits the range of heatmap values to produce a
set of confidence maps C(Vd) ∈ [0,1]h×w×k. Because our use-case
only requires that the face in an image be accurately reconstructed,
the landmark detector should place all points on the face and ig-
nore the background in an image. To achieve this goal, we first re-
place the background in the input image with solid black to remove
any unnecessary image features. Then, we apply a background-
deterring constraint to the confidence maps as follows:

Lbg(Vd) =
λbg

khw

k

∑
i=1

h

∑
y=1

w

∑
x=1

Ci(Vd)[x,y] ·M(Vd)[x,y] (2)

where λbg > 0 is a user-defined hyperparameter. Ci(Vd)[x,y] indi-
cates the pixel value at the coordinate (x,y) in the confidence map
for landmark i, and M(Vd) ∈ {0,1}h×w is a binary mask that is
nonzero for pixels lying on the background of the image. Figure 4
shows an example of a video frame with the background removed
along with the mask M.

The distance error Ldist(Vd) penalizes overlapping landmarks

(a) Full loss function (b) No Ldist , Lbg, and Lreg

(c) No segmentation (d) Original First Order

Figure 3: Visualization of landmark points generated by a model
trained on the full objective function (a), a model trained with-
out the distance, background, and regularization loss (b), a model
trained without facial segmentation (c), and the original first order
motion model (d).

and landmarks that are in close proximity. Given the set of k
landmarks µµµ(Vd) estimated by the landmark detector, we compute
the pair-wise squared euclidean distance between the landmarks

di j =
∥∥∥µµµi(Vd)−µµµ j(Vd)

∥∥∥2

2
. Thus, the distance loss is

Ldist(Vd) =
λdist

k(k−1)/2

k

∑
i=1

k

∑
j=i+1

exp(−di jT ) (3)

where λdist > 0 and T > 0 are user-defined hyperparameters.

In addition to landmarks µµµ(Vd), the model also outputs k 2× 2
transformation matrices J(Vd) that estimates the first order defor-
mations at each landmark point in the image. Our regularization
term Lreg(Vd) penalizes large eigenvalues in the transformation ma-
trices J(Vd). Large eigenvalues indicate substantial scaling along
the corresponding eigenvectors which creates undesirable stretch-
ing distortions. On human faces, the mouth region typically ex-
hibits the largest deformations across various poses, and the trans-
formation matrices can reflect information about stretched and de-
formed parts of the mouth. However, we found that penalizing large
transformations in J(Vd) produces visually better results in our
method. To regularize these matrices, we apply the following loss:

Lreg(Vd) =
λreg

k

k

∑
i=1

∥Ji(Vd)− I∥2
F (4)

where I is the 2× 2 identity matrix. Although we could penalize
large eigenvalues in J(Vd) with a rotation-invariant loss, we found
that Equation 4 is simple to implement, produces good results, and
can easily be differentiated.
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Figure 4: Example of a recorded frame (left) with the background
removed (middle) and the mask M (right) used for the background-
deterring objective.

(a) (b) (c) (d)

Figure 5: Example of an input frame (a) with a mask applied to the
mouth (b), the right eye (c), and the left eye (d).

4.2. Facial Segmentation

Although the style transfer network can operate on the full image
of a face, we found segmenting the face into regions and training a
separate model on each facial region produces more plausible an-
imations. For segmentation, we train a model for the full face, a
model for the mouth, one model for the left eye and eyebrow, and
one for the right eye and eyebrow. A separate off the shelf facial
landmark detector processes input images to identify these facial
regions. Figure 5 shows an example frame along with masks ap-
plied to the three separate regions of the face. Our idea of training
separate models on semantic facial regions is similar in spirit to
the approach of [CBGB20] who show the benefits of training per-
region networks for landmark detection, especially for high resolu-
tion images. Intuitively, facial segmentation is how an artists would
operate on the input image if they were tasked with manually trans-
ferring the expressions from source to target, by iteratively zooming
in and out of the region of interest they are currently working on.

For each region in an image, we identify landmarks and compute
the convex hull containing those points. The convex hull is then ex-
panded by a user-defined margin, and the shape masks the image so
that only the relevant facial region is visible. During model train-
ing, the input is still the unmasked images. However, the objective
function (Equation 1) operates on masked versions of the driving
image Vd and the reconstructed image V̂d . Thus, the model has ac-
cess to the full image but only needs to output the image within the
masked region. Figure 3 shows a comparison of detected landmark
positions for models trained with (a,b) and without (c,d) facial seg-
mentation. For the style transfer models, we use 24 landmark points
for the models trained on the full face and mouth and 12 points for
the models trained on each eye.

When evaluating the model for style transfer, we merge the re-
sults together to construct a single image. First, the model of the full
face processes the input. Next, the remaining style transfer mod-

els process the image separately. Our system then merges the out-
puts according to the masks of the input driving image. Pixels are
blended with the combined image according to the regional masks’
weights.

4.3. Model Training

We train the model on a set of rendered images featuring a diverse
set of facial expressions and identities as well as a set of images of
actors covering many identities and expressions. The rendered im-
ages are rasterized from blendshape models posed with randomly
generated expressions. The camera parameters and lighting condi-
tions are constant across all images. The random expressions are
generated by augmenting a relatively small set of 104 artist-created
poses. To synthesize a new pose, we first divide the blendweights
into two sets: one set for the eyes and upper half of the face and
another set for the mouth and the lower half of the face. Next,
we select two poses uniformly at random from the set of artist
created poses. For each pose with probability 0.5, we randomly
choose to mirror the expression by flipping the left and right rig
controls. A new pose is constructed by combining the set of up-
per half blendweights from one pose with the set of lower half
blendweights from the other pose. Finally, we add uniformly ran-
dom noise to all non-zero blendweights in the synthesized pose.
The noise is drawn i.i.d. from the distribution U(−0.15,0.15), and
the resulting blendweight values are clamped to the range [0,1].

All input images are resized to a resolution of 256x256 and
we start by detecting landmarks with a model trained on a dis-
tribution of 68 facial landmarks as defined in the iBUG 300-W
dataset [SAT∗16]. Next, we crop each image so that the image is
square and so that the face occupies the center of the image. We
then compute the convex hull of the landmarks and set to black
any pixel that lies outside of it. During training of the style transfer
model for each sample, we randomly pick with 0.5 probability to
use either one of the rendered image sets or one of the recorded
image sets.

For the training hyperparameters, we use the same values as
those used by the authors of the first order motion model. We addi-
tionally set λbg = 5, λdist = 5, λreg = 5, and T = 300.

5. Facial Animation

We use a kernel-based method to animate a facial rig from a
recorded performance. Using a set of artist-posed expressions, we
identify matching facial expressions between a keyframes from the
recorded actor and renderings of the artist-created facial expres-
sions. Our method then uses a Gaussian process model to interpo-
late the rig parameters for the remaining frames of the recording.

5.1. Expression Matching

To match expressions, we reduce images to low-dimensional latent
codes and measure similarity between images through Euclidean
distances in this latent space. We compute latent codes through
a two-step process. The style transfer model first computes land-
marks positions and transformation matrices from an input image.
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Loss function     

Encoder Decoder

Encoder

Figure 6: Diagram of the expression encoder-decoder model dur-
ing training. The inputs to the model µµµa

i and Ja
i are the landmark

positions and transformations computed from the image of expres-
sion i on facial identity a. These inputs are flattened and concate-
nated (⊕) to form the vector input xa

i to the encoder. The encoder
generates the latent code yi. This vector is concatenated with a one-
hot vector encoding 1b to provide the decoder with facial identity
information. Finally, the output x̂b

i is the model’s estimation for the
landmark positions and transformations for expression i and iden-
tity b. During training, the model also encodes the landmarks and
transformations of expression i and identity b in order to minimize
the difference between the latent codes.

Second, an encoder generates a latent code from the landmark po-
sitions and transformations. We implement the encoder as a neural
network and train it as part of an autoencoder model. The model
learns to encode facial expressions while maintaining invariance to
changes in facial identity. For example, the encoder maps images of
two visually different actors performing a smile to the same latent
code. Figure 6 illustrates the encoder-decoder architecture.

The training dataset consists of images of m different facial iden-
tities, each posed for an identical set of n facial expressions. Thus,
the dataset includes m × n images where image V j

i corresponds
with facial expression i and identity j. Given V j

i , the first order mo-
tion model computes landmark positions µµµ(V j

i ) and transformation
matrices J(V j

i ). These positions and matrices are then flattened and
concatenated to form the input x j

i to the encoder which then gener-
ates a low-dimensional latent code y. The decoder’s input consists
of y concatenated with the one-hot encoding of the facial identity
y j = [y,1 j]. By supplying the decoder with the facial identity, the
encoder does not need to express this information in the latent code.

The encoder-decoder model learns to reconstruct landmark posi-
tions and transformation matrices of a specific identity when given
the landmarks of the same expression but a different identity. Let
the output of the model be x̂b

i = D(E(xa
i ),1b) where i is the facial

expression, a and b are the identities of the input and the output,
respectively, E is the encoder model, and D is the decoder model.
Model training consists of a loss function that penalizes differences
in the reconstructed vector as well as differences in encoded latent
vectors across different identities:

L(xa
i ,x

b
i ) =

∥∥∥E(xa
i )−E(xb

i )
∥∥∥2

2
+
∥∥∥x̂b

i −xb
i

∥∥∥2

2
. (5)

Figure 6 shows a graphical representation of the loss function.

Once trained, we use the encoder to identify similar facial ex-
pressions by comparing Euclidean distances in the latent space.
Specifically, given an image V and the detected landmark positions
and matrices, the closest expression i for identity j in the dataset is

i = argmin
i∈{1,2,...,n}

∥∥∥E(x)−E(x j
i )
∥∥∥

2
(6)

where x is the concatenation of the flattened landmarks µµµ(V) and
matrices J(V). To simplify the expression-matching problem, we
split the encoder model segments: one for the eyes and upper half
of the face and one for the mouth and lower half and train two
separate models, one for each half of the face.

5.2. Expression Interpolation

With a set of keyframes and matched expressions for these frames,
we propose using a Gaussian process model to interpolate rig pa-
rameters between keyframes to animate the facial rig according
to a recorded performance. We define a facial rig as a function
M = r(p) that outputs a mesh M deformed according to under-
lying rig parameters p. With a set of n posed facial expressions
[p1,p2, ...,pn], we render the deformed meshes to generate a set
of images [I1,I2, ...,In]. Let a recorded sequence of m frames of
an actor’s facial performance be represented as [V1,V2, ...,Vm], and
let [(V ′

1,I′
1),(V ′

2,I′
2), ...,(V ′

q,I′
q)] be a set of q paired images be-

tween the rendered and recorded sets in which the facial expres-
sions match. For each paired match (V ′

i ,I′
i ), we compute the land-

mark positions and transformations on the recorded performance
frame V ′

i to construct the encoder input and latent code y′i = E(x′i).
We then construct a set of latent codes paired with corresponding
rig parameters: [(y′1,p

′
1),(y

′
2,p

′
2), ...,(y

′
q,p′

q)].

With this set of paired data, we then construct a Gaussian process
model to predict rig parameters from latent codes. We construct the
kernel matrix K ∈ Rq×q using the radial basis function such that

ki j = exp

−
∥∥y′i −y′j

∥∥2
2

2σ2

 (7)

where σ ∈ R is a user-defined width. Given a new frame V∗ from
the recorded performance, we first compute the latent code y∗ from
the encoder and estimate the rig parameters p∗ as the mean of the
Gaussian process model evaluated at y∗

p∗ = k∗K−1Y (8)

where Y is a stacked matrix of rig parameters from the paired set
and k∗ ∈ Rq is a vector where k∗i = exp(−(2σ)−2 ∥∥y∗−y′i

∥∥2
2).

5.3. Model Training

The accuracy of our expression matching method depends on the
quality of the dataset used to train the encoder-decoder model. To
ensure that expressions remain identical across all facial identities,
we construct the dataset from rendered images. First, we collect a
large set of expressions posed on a single facial rig. Next, we build
a set of facial rigs that differ in visual identity but all share the same
underlying controls. The set of expressions are then directly trans-
ferred to all of the facial rigs through the rig parameters. Thus, the
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(a) (b) (c) (d)

Figure 7: Examples of an expression transferred from a rendered
blendshape model (a) and (c) to a recorded actor (b) and (d), re-
spectively, through the first order motion model.

expressions across different facial identities closely match. We aug-
ment the dataset with expressions transferred onto recorded images
through the first order motion model. Asking an actor to match an
expression exactly is a difficult task so we rely on style transfer in-
stead to generate realistic-looking images of specific expressions.
Figure 7 shows example images generated through style transfer.
In total, our dataset consists of 14 different facial rigs and images
of expressions transferred onto 14 different recorded actors.

We train the encoder-decoder model using the Adam optimizer
[KB14]. The model is trained for 30,000, 15,000, and 15,000 it-
erations with learning rates of 2× 10−3, 5× 10−4, and 5× 10−5,
respectively. We use a batch size of 8, and each sample consists of
two vectors: the encoder input xa

i and the decoder’s target output xb
i .

We additionally perturb the input vector xa
i to help the model gener-

alize to new inputs. We apply random rotation, scaling, and transla-
tion to the input’s landmark positions and transformation matrices.
The rotation angle is drawn uniformly at random from [−10◦,10◦].
The scale factor is drawn uniformly at random from [0.925,1.075].
The X and Y components of the translation are drawn uniformly at
random from [−0.025w,0.025w] where w is the width of the image.

The encoder consists of three dense hidden layers with the ReLU
activation function applied between each layer. The three layers
consist of 64, 48, and 32 hidden units, respectively. A final dense
layer is applied to produce the latent code in a 32 dimensional
space. The decoder mirrors the encoder with three layers, each con-
sisting of 32, 48, and 64 hidden units, respectively. A final dense
layer is applied to transform the code into the original input space.

5.4. Domain Shift

The training set for the expression matching model consists of
landmarks computed from images output by the first order mo-
tion model. However, during evaluation, the model receives land-
marks computed directly from recorded video frames. As a result,
the expression matching model performs poorly when evaluated
on landmarks computed directly from a recorded video due to do-
main shift. To alleviate this problem, we propose a “shifted land-
mark detector” in which the first order motion model transfers the
style of the recording onto the same recording. The result is a video

almost identical to the original. The landmark detector then pro-
cesses these new frames. The new landmarks are now statistically
more similar to the training data than landmarks computed from the
original recording.

6. Results and Evaluation

To evaluate our method, we first construct a dataset of video record-
ings for training the style transfer model and the expression match-
ing model. For style transfer, our training set of video record-
ings consists of 453 minutes of facial performances across 59 ac-
tors. The videos are captured with an inexpensive webcam and are
recorded at a rate of 60 FPS with a resolution of 1280×720. Most
of our results were generated with the camera mounted on a helmet
worn by the actor to eliminate head rotation relative to the camera.
However, we show in the supplemental video an animation gener-
ated from footage of an actor sitting in front of a webcam mounted
on a screen in front of them. Our system works as long as the ac-
tor’s face does not rotate too far away from the camera’s optical
axis.

Our facial rigs are linear blendshape models. Each blendshape
model consists of a set of meshes B = [b0,b1, ...bm], where the
mesh b0 is a neutral expression and mesh bi, i > 0, is some artist-
defined expression such as “open mouth”. The mesh deforma-
tion can be parameterized by a vector of rig parameters, called
blendweights, p ∈ Rm and is computed as

r(p) = b0 +
m

∑
i=1

(
bi −b0

)
pi. (9)

Our artist-created facial blendshape rigs are modeled after 14 of the
actors in the training recordings. The models use identical mesh
topology and consist of 11,406 vertices, and each rig utilizes 92
blendshapes. To generate the training images for the style transfer
model, an artist manually creates 104 poses that cover a wide range
of emotional expressions and the full range of visemes of the blend-
shape model. We augment the poses using the method described in
Section 4.3 to produce a set of 2,000 samples.

Our method is implemented in Python with TensorFlow for the
deep learning components. We run our method on a 20 core ma-
chine running at 2.20 GHz with one Nvidia Titan RTX GPU. Train-
ing the four style transfer networks takes roughly one day in total.
Training the expression matching model takes 10-20 minutes.

6.1. Expression Matching Accuracy

The quality of the resulting animation depends on how well the
model can map images of matching expressions to similar latent
codes. Our expression matching model depends on 2D landmark
positions and transformation matrices that are computed from im-
ages. We compare different types of inputs and demonstrate that
landmarks generated from our style transfer model provide the best
inputs for the expression matching model in our experiment.

We recorded an actor’s face for a 5 minute range of motion per-
formance to train the expression matching encoder-decoder model.
An artist animated the performance, and the parameters were trans-
ferred to all of the rigs. The style transfer model was used to apply
the animation to recorded actors for additional training examples.
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(a) Recorded (b) Animated (c) Ours (d) No Seg (e) No Extra Loss (f) First Order (g) Landmarks

Figure 8: Examples of recorded expressions with corresponding artist-created poses (Animated) and matched poses from expression match-
ing models evaluated on landmarks from our style transfer model (Ours), our style transfer model trained without segmentation (No Seg),
the first order motion model trained with segmentation (No Extra Loss), the original first order motion model (First Order), and a landmark
detector trained in a supervised setting (Landmarks).

We evaluate expression matching models trained on different
landmark encodings. We train five separate models on landmark
data generated from our style transfer model, the original first or-
der motion model, two other variants, and a separate state-of-the-art
facial landmark detector [FKA∗18]. The first of the two variants is
trained with a landmark detector optimized with our modified loss
function from Equation 1 and without facial segmentation as de-
scribed in Section 4.2. The second variant is trained with a land-
mark detector optimized with segmentation and with the original
objective function from the first order motion model.

For our evaluation, let {V1,V2, ...,Vn} represent a recorded per-
formance of length n frames, and let {I1,I2, ...,In} represent
the rendered images of the corresponding artist-created animation.
Thus, images Vi and Ii share the same facial expression.

The encoder-decoder model’s accuracy is evaluated by the prox-
imity of the latent codes E(xi) and E(xi

′) for frame i. Because
the latent spaces between different encoders are not guaranteed
to be similar, we cannot directly compare the models through dis-
tances between latent codes. Instead, we evaluate accuracy as the
distance between matching expressions relative to all other expres-
sions in the recording. Let {E(x1),E(x2), ...,E(xn)} represent the
set of latent codes evaluated on the recorded performance, and let
{E(x1

′),E(x2
′), ...,E(xn

′)} represent the set of latent codes evalu-
ated on the rendered animation. For frame i, we compute the dis-
tance between the latent code of the recorded frame with the codes
of all rendered frames:

di j =
∥∥E(xi)−E(x j

′)
∥∥

2 . (10)

Next, we sort the set {di1,di2, ...,din} in ascending order where
ci(k) indicates the position of frame k in the sorted set of distances

Table 1: Expression matching accuracy measured on the recorded
range of motion performance, the animation style transferred onto
a recorded actor, and a performance of an actor talking. The ac-
curacy is evaluated according to Equation 11 on models trained
on inputs from five different landmark detectors: our style transfer
model (Ours), our style transfer model trained without segmenta-
tion (No Seg), the first order motion model trained with segmenta-
tion (No Extra Loss), the original first order motion model (First
Order), and a landmark detector trained in a supervised setting
(Landmarks).

Range of
Motion

Style
Transfer

Talking

Ours 0.110.110.11 0.100.100.10 0.090.090.09
No Seg 0.19 0.12 0.18

No Extra Loss 0.19 0.20 0.19
First Order 0.20 0.20 0.27
Landmarks 0.19 0.13 0.16

evaluated on frame i. We evaluate a model’s accuracy through the
position ci(i) of the corresponding rendered expression i in the
sorted list. For each model, we evaluate the accuracy as the average
index position of matched expressions:

1
n2

n

∑
i=1

ci(i) (11)

where a lower value is better. For this accuracy measure, we use
encoders trained on full facial expressions, instead of one for the
lower half and one for the upper half of the face.
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(a) Recorded (b) Ours (c) No Seg (d) No Extra Loss (e) First Order (f) Landmarks

Figure 9: Examples of recorded expressions compared with matched poses from expression matching models evaluated on landmarks from
our style transfer model (Ours), our style transfer model trained without segmentation (No Seg), the first order motion model trained with
segmentation (No Extra Loss), the original first order motion model (First Order), and a landmark detector trained in a supervised setting
(Landmarks).

We evaluate the expression matching models on three record-
ings. The first is the original range of motion performance upon
which the training animation is based. The second recording is syn-
thesized by transferring the style of a rendered range of motion an-
imation onto a recorded actor. Images of the facial rig and of the
recorded actor used for this synthesized video were excluded from
the training set. The third recording is a separate video of a dif-
ferent actor talking with varying facial expressions. Table 1 shows
the accuracy of the encoder-decoder model trained on five different
sets of input landmarks. In each test, our method produces the most
accurate results. Figure 8 compares several recorded expressions
with the corresponding frame of the artist-created animation and
the closest matching expression computed from each expression
matching model. Figure 9 shows additional matched expressions
from other recordings.

6.2. Evaluation Against Commercial Applications

We develop a user-guided animation system to compare our method
against two commercially available animation applications: ARKit

and Dynamixyz. ARKit animates blendshape models with 52 pre-
defined facial expressions in real-time on a mobile device. Unlike
our method however, it requires depth information which requires
more sophisticated hardware than a simple RGB feed from a cam-
era.

On the other hand, Dynamixyz animates a facial rig through a
user-guided process. For a recorded performance, the software de-
tects facial landmarks and allows the user to correct any inaccu-
rately placed landmarks. Next the user picks keyframes from the
recording and poses the blendshape model to match the expres-
sions in the keyframes. Finally, Dynamixyz generates an animation
by interpolating the keyframes according to the landmark positions
in each frame.

To generate an animation with our method, we develop a tool
similar to Dynamixyz. We use facial landmarks from the style
transfer model, which removes the requirement for user interaction
for landmark placement. For a recorded performance, the tool col-
lects user-selected keyframes and Instead of requiring the user to
pose a facial rig according to the keyframes, our tool relies on ex-
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(a) Driving video frame (b) Ours (c) ARKit

Figure 10: A visual comparison of our method with ARKit, a com-
merical software for low-cost performance capture. As can be seen,
our method surpasses ARKit in terms of visual quality and faithful-
ness to the driving frames.

pression matching to suggest existing posed expressions on the rig.
The proposed rig poses are selected from an artist-generated ani-
mation covering a wide range of facial expressions. With the set of
keyframes and matched poses, the process described in Section 5.2
generates the full animation. To work with the expression encod-
ing models trained on the upper half and lower half of the face, we
divide the rig parameters according to these facial regions and ani-
mate each half separately. In our animation tool, the user separately
selects keyframes and matched poses for the two facial regions.

When evaluating the expression matching model, the numeri-
cally best estimated pose might not be the best visual match. To
account for this potential problem, our tool presents the user with a
set of different poses, and the user selects the pose that best matches
a keyframe visually. When presenting the user with potential pose
matches, the tool picks a small subset from the artist-created ani-
mation database. The tool selects poses by picking ones that have
similar latent codes at different times in the animation database. In
our implementation, we experimentally chose to present the user
with six potential matches for each keyframe to guarantee a good
trade-off between faithfulness and time and effort required to gen-
erate the final animation.

Figure 10 shows a qualitative comparison of our method against
ARKit, where the actor drives an avatar of his own likeness. As can
be seen, our method provides more faithful animations when com-
pared to ARKit. Visually, ARKit either under (second row) or over
evaluates mouth expressions (third row) as well as sometimes out-
puts the wrong expression. This is the case in the first row of Fig-

(a) Driving video frame (b) Ours (c) Dynamixyz

Figure 11: A visual comparison of our method with Dynamixyz.
We show that our method can produce facial expressions similar
to what a skilled artist would create using professional animation
software.

ure 10 where the lip funnel, which our method properly captures,
is turned into a gnarl by ARKit. Furthermore, the accompanying
video shows that our method generates an animation that is more
natural and faithful to the driving video.

To compare our method with Dynamixyz, we supplied an artist
with a 54 second performance and a blendshape rig matching the
appearance of the recorded actor. The artist has nearly 20 years
of experience working as a professional animator. He spent 2 to 3
weeks to create the animation through Dynamixyz. Thus, this ani-
mation represents high-quality, professional work. In contrast, the
animation generated by our method was generated with roughly
one hour of the user’s time, and the user had no formal training
in animation. Figure 11 shows three frames from the recording
for comparison. Please see the accompanying video for the full
comparison. Although the animation produced through Dynamixyz
looks visually better, our method shows promising results when
considering that our animation required less time to author and
could be accomplished by someone not trained in the art of charac-
ter animation.

7. Discussion

We have presented a method for facial performance capture consist-
ing of a style transfer component and an expression-matching com-
ponent. Our method does not require high-quality facial scans nor
does it require that a recorded actor’s appearance match that of the
target facial rig. Instead, our method works with blendshape mod-
els, example poses covering a wide range of expression on the rig,
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and a training set of facial performances recorded from a helmet-
mounted camera. As a result, actors of various appearances can
drive a facial rig through our performance capture method without
retraining models specific to each actor’s appearance.

Our method closely follows the workflow of existing tools so
that artists can quickly learn how to use our animation system. Fur-
thermore, our method automates some of the time consuming as-
pects of other facial performance capture software so that artists can
author animations significantly faster. Because our method does
not require the user to build a pose library specific to each actor
and recording, the user does not need to create poses on the facial
rig during the animation process. Thus, users without prior anima-
tion experience can use our tool. A skilled animator would only be
needed to create the initial training data.

Currently, our facial performance capture method requires some
user interaction. We require user input because our expression-
matching model occasionally matches images that do not depict
similar expressions. Although this type of failure is not a common
occurrence, a single mismatched expression could result in undesir-
able artifacts in the animation. If the expression-matching model’s
accuracy is further improved, then our method could run fully au-
tomatically.

Because our expression matching model compares single frames
in isolation, the best matches that it finds could lose important
contextual information in a performance. For example, in a per-
formance of an actor talking, an animator can identify phonemes
through the audio and activate corresponding shapes to produce
the desired mouth appearance. Our method, in contrast, could find
visually similar mouth appearances that do not match the correct
visemes in the performance. Furthermore, prior research has estab-
lished that the mouth region is problematic even for more sophisti-
cated facial reconstruction methods in controlled environment such
as [BHB∗11], where improvements later came at the added cost
of lip-specific, user-guided correctives [DBB∗18]. Given that our
method aims to provide for general facial animation, we leave it
as future work to incorporate additional information, such as audio
or temporal coherency, to help produce animations more similar to
what an artist would create.

Although our method produces believable animations from
recordings, our approach cannot animate eyeball rotations from a
performance. The main limitation for this lack of eye tracking lies
in the style transfer model. We found that in some cases, eyeball ro-
tations are not accurately transferred between images. As a result,
the expression-matching model is unable to represent eye rotations
in the latent code due to the noise in the input data. Future im-
provements could explore work to allow style transfer of eyes. In
the supplementary video, our results show eye animation derived
from a separate process for illustration purposes only. We use an off
the shelf eye tracking solution to locate pupil centers in a recording
and map the pupil centers to eye rotations on the character rig to
produce more appealing, camera-ready animations.

Finally, we only evaluate recordings of actors wearing a helmet-
mounted camera. This setup ensures that the actor’s head does not
rotate relative to the camera. Avoiding head rotations simplifies the
problem of style transfer and expression matching due to fewer
degrees of freedom in the recordings. Future work could explore

tracking head rotations so that actors will not need to wear a helmet-
mounted camera.
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